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FOREWORD

This volume contains the proceedings of the 14th International Conference on Enterprise
Information Systems (ICEIS 2012), held in Wroclaw, Poland, sponsored by the Institute
for Systems and Technologies of Information, Control and Communication (INSTICC) and
co-organized by the Wroclaw University of Economics.

The conference was held in cooperation with the Association for Advancement of Artificial
Intelligence (AAAI), the Association for Computation Machinery (ACM) Special Interest
Group on Management Information Systems (SIGMIS), the ACM Special Interest Group on
Computer Human Interaction (SIGCHI) and the Institute of Electronics Information and
Communication Engineers (IEICE) Special Interest Group on Software Interprise Modelling
(SWIM).

This conference has become a major point of contact between research scientists, engineers
and practitioners in the area of business applications of information systems, with six simul-
taneous tracks, covering different aspects related to enterprise computing, including: “Da-
tabases and Information Systems Integration”, “Artificial Intelligence and Decision Support
Systems”, “Information Systems Analysis and Specification”, “Software Agents and Internet
Computing”, “Human-Computer Interaction” and “Enterprise Architecture”. Papers pub-
lished in each track describe the cutting-edge research work that is often oriented towards
real world applications and highlight the benefits of Information Systems and Technology
for industries, thus making a bridge between the academia and the enterprise worlds.

Following the trend of previous editions, ICEIS 2012 had a number of satellite events, namely
special sessions and workshops, related to the field of the conference, including the following
workshops: the 9th International Workshop on Security in Information Systems (WOSIS),
the 10th International Workshop on Modelling, Simulation, Verification and Validation of
Enterprise Information Systems (MSVVEIS), the 9th International Workshop on Natural
Language Processing and Cognitive Science (NLPCS), the 1st International Workshop on
Web Intelligence (WEBI) and the 1st International Workshop on Interaction Design in Edu-
cational Environments (IDEE), and special sessions on Semantic Computing and Ontology
Engineering (SCOE), New Tools, Techniques and Methodologies for Information System
Testing (NTMIST) and Model Driven Development for Information Systems: Techniques,
Tools and Methodologies (MDDIS).

ICEIS 2012 received 299 paper submissions from 49 countries and districts on all continents.
28 papers were published and presented as full papers, i.e. completed work (10 pages/30’ oral
presentation) and 75 papers, reflecting work-in-progress, were accepted and orally presented
as short papers (6 pages/20’ oral presentation). Furthermore, 56 contributions were accepted
and presented as posters.

These numbers, lead to a “full-paper” acceptance ratio around 9%, and a total oral ac-
ceptance ratio of 34%. Additionally, as usual in the ICEIS conference series, a number of

XV



invited talks, presented by internationally recognized specialists in different areas, have po-
sitively contributed to reinforce the overall quality of the Conference and to provide a deeper
understanding of the Enterprise Information Systems field.

The program for this conference required the dedicated effort of many people. First, we
must thank the authors, whose research and development efforts are recorded here. Second,
we thank the members of the program committee and the additional reviewers for a valu-
able help with their expert reviewing of all submitted papers. Third, we thank the invited
speakers for their invaluable contributions and the time for preparing their talks. Fourth,
we thank the workshop and special session chairs whose collaboration with ICEIS was much
appreciated. Finally, special thanks to all the members of the Wroclaw University of Eco-
nomics and INSTICC, whose close coordination and cooperation was fundamental for the
success of this conference.

Two best paper awards are given at the closing session to outstanding papers presented
at the conference: an award for the top regular paper in the conference plus an award for
the best student paper, overall. The selection is based on the classifications and comments
provided by the Program Committee and also on the oral presentation quality, assessed by
session chairs.

A final selection of papers, from those presented at the conference, will be done based on
peer-assessment, i.e. on the classifications and comments provided by the Program Com-
mittee and on the assessment provided by session chairs. Extended and revised versions of
these papers will be published in a book by Springer-Verlag.

We wish you all an exciting conference and an unforgettable stay in Wroclaw, Poland. We
hope to meet you again next year for the 15th ICEIS, to be held in Angers, France, details
of which will be readily available at http://www.iceis.org.

José Cordeiro
Polytechnic Institute of Setúbal / INSTICC, Portugal

Alfredo Cuzzocrea
ICAR-CNR and University of Calabria, Italy

Leszek Maciaszek
Wroclaw University of Economics, Poland / Macquarie University ∼ Sydney, Australia
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Design by Units 
A Novel Approach for Building Elastic Systems  

Schahram Dustdar 
Vienna University of Technology, Vienna, Austria 

Abstract: Systems are built by utilizing resources. Resources can include infrastructure such as compute power, 
storage space, and bandwidth, but also nontechnical resources such as the financial budget available or the 
human (expert) manpower needed to skillfully operate the system, make decisions, or perform human-based 
computing tasks. The elasticity of a system through virtualized resources is thus a fundamental requirement 
of Web-scale systems; in system design, those resources must receive careful consideration. In this talk I 
will discuss the main principles of elasticity and present a fresh look at this problem, and examine how to 
integrate people in the form of human-based computing and software services into one composite system, 
which can be modeled, programmed, and instantiated on a large scale in an elastic way. 

BRIEF BIOGRAPHY 

Schahram Dustdar (ACM Distinguished Scientist), 
is Full Professor of Computer Science with a focus 
on Internet Technologies heading the Distributed 
Systems Group, Vienna University of Technology 
(TU Wien). From 1999 - 2007 he worked as the co-
founder and chief scientist of Caramba Labs 
Software AG in Vienna (acquired by Engineering 
NetWorld AG), a venture capital co-funded software 
company focused on software for collaborative 
processes in teams. He is Editor in Chief of 
Computing (Springer), Associate Editor of IEEE 
Transactions on Services Computing, and on the 
editorial board of IEEE Internet Computing, as well 
as author of some 300 publications and several 
books. More info on his homepage: 
www.infosys.tuwien.ac.at/Staff/sd 
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Hybrid Modeling 

Dimitris Karagiannis 
University of Vienna, Vienna, Austria 

Abstract: In the fast paced and complex world of new business models, powerful techniques for supporting business 
operations and next generation enterprise systems are widely sought-after. For this purpose, modeling 
methods have not only been discussed and elaborated from an academic perspective but have also been 
successfully deployed on an industrial scale. For taking into account the distinct requirements of individual 
users and organizations, the creation of new and the adaptation of existing modeling methods are today 
common requirements. This process, denoted as “hybrid modeling”, will be presented in this talk, based on 
the foundations and current challenges for the conceptualization of modeling methods, their implementation 
and deployment. The approach will be illustrated by reverting to a number of recent examples from the 
Open Models Initiative that provides an open community platform for the exchange of know-how on 
modeling methods, models and tools. Thereby we will revert to a meta modeling framework that has been 
developed at the University of Vienna. Furthermore, results of successful applications based on the 
ADOxx® platform in research and industrial projects will be shown. 

BRIEF BIOGRAPHY 

Dimitris Karagiannis is head of the research group 
knowledge engineering at the University of Vienna. 
His main research interests include knowledge 
management, modelling methods and meta-
modelling. Besides his engagement in national and 
EU-funded research projects Dimitris Karagiannis is 
the author of research papers and books on 
Knowledge Databases, Business Process 
Management, Workflow-Systems and Knowledge 
Management. He serves as expert in various 
international conferences and is presently on the 
editorial board of Business & Information Systems 
Engineering (BISE), Enterprise Modelling and 
Information Systems Architectures and the Journal 
of Systems Integration. He is member of IEEE and 
ACM and is on the executive board of GI as well as 
on the steering committee of the Austrian Computer 
Society and its Special Interest Group on IT 
Governance. Recently he started the Open Model 
Initiative (www.openmodels.at) in Austria. In 1995 
he established the Business Process Management 
Systems Approach (BPMS), which has been 
successfully implemented in several industrial and 
service companies, and is the founder of the 
European software- and consulting company BOC 
(http://www.boc-group.com), which implements 
software tools based on the meta-modelling 
approach. 
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Managing Online Business Communities 

Steffen Staab 
University of Koblenz-Landau, Koblenz, Germany 

Abstract: Online Business Communities constitute an asset to companies for various purposes such as open 
innovation, customer self-help or knowledge management. In this talk we will present challenges and 
opportunities that arise from actively monitoring and managing business communities. 

BRIEF BIOGRAPHY 

Steffen Staab is professor for databases and 
information systems at the University of Koblenz-
Landau. He is director of the institute for Web 
Science and Technologies (West; http://west.uni-
koblenz.de). He is programme chair of WWW 2012 
and editor-in-chief of Elsevier's Journal of Web 
Semantics. His interests are related to many aspects 
of Web Science, such as Semantic Web, Web 
Retrieval, Social Web, Multimedia Web, Software 
Web and Interactive Web. Steffen is project 
coordinator for the EU Integrated Project "Robust - 
Risk and Opportunities Management of Huge-Scale 
Business Community Cooperation". Previously, 
Steffen held positions as researcher, project leader 
and lecturer at the University of Freiburg, the 
University of Stuttgart/Fraunhofer Institute IAO, and 
the University of Karlsruhe and he is a co-founder of 
Ontoprise GmbH. 
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Requirements Engineering 
Panacea or Predicament? 

Pericles Loucopoulos 
Loughborough University, Loughborough, U.K. 

Abstract: The genesis of Requirements Engineering (RE) research around the mid 1970’s was motivated by 
practitioners, who noticed the urgent need for disciplined RE in software projects that had grown large and 
unmanageable. Much of RE research since then has focused on artifacts that maintain the intellectual 
discipline by helping capture, share, represent, analyze, negotiate, and prioritize requirements as a basis for 
design decisions and interventions. The field of RE is arguably one of the most sensitive areas in the 
development of not only software but more importantly in the development of systems and organisational 
structures and processes supported by such systems. The scope of this keynote talk is to examine the 
contextual and methodological factors underpinning much of the practice of RE, to critically examine the 
utility of current thinking, to identify a set of challenges that are likely to shape the filed of RE in the years 
to come and to map a set of research directions that are likely to play a significant role in addressing these 
challenges. 

BRIEF BIOGRAPHY 

Pericles Loucopoulos is Professor of Information 
Systems in the Business School, Loughborough 
University, UK. He began his career in the City of 
London where he was responsible for delivering 
systems for financial applications. He moved to 
Manchester in 1984 to take up an academic 
appointment at the University of Manchester 
Institute of Science & Technology (UMIST) where 
in 1990 he was elected to the post of Professor in 
Information Systems Engineering in the Department 
of Computation. He has taught at Université de Paris 
I – Sorbonne, the University of the Aegean, the 
Delhi Institute of Technology and the Athens 
University of Economics and Business and has acted 
as scientific expert for U.K., Greek, Italian, 
Austrian, and Swiss Governmental institutions. His 
research work focuses on supporting the 
transformation of large, complex and dynamic 
enterprise systems through the provision of 
information systems. Theoretical results derived 
from his research have been applied on industrial 
scale problems in a variety of domains, such as 
banking, utilities, large-scale sports events etc. For 
his work he has received the 2005 OR Society’s 
President Medal and the Inform Society’s Edelman 
Laureate Medal. He is the co-editor-in-chief of the 
Journal of Requirements Engineering, associate 
editor of Information Systems and of the Journal of 

Database Management and serves on the Editorial 
Board of 10 other journals. 
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Trends in Blog Preservation 

Vangelis Banos1, Nikos Baltas2 and Yannis Manolopoulos1 
1Department of Informatics, Aristotle University, Thessaloniki 54124, Greece 

2Department of Computing, Imperial College, London SW7 2AZ, U.K. 
vbanos@gmail.com, manolopo@csd.auth.gr, nb605@doc.ic.ac.uk 

Keywords: Blogs, Blog Preservation, Web Archiving. 

Abstract: Blogging is yet another popular and prominent application in the era of Web 2.0. According to recent 
measurements often considered as conservative, as of now worldwide there are more than 152 million blogs 
with content spanning over every aspect of life and science, necessitating long term blog preservation and 
knowledge management. In this talk, we will present a range of issues that arise when facing the task of 
blog preservation. We argue that current web archiving solutions are not able to capture the dynamic and 
continuously evolving nature of blogs, their network and social structure as well as the exchange of 
concepts and ideas that they foster. Furthermore, we provide directions and objectives that could be reached 
to realize robust digital preservation, management and dissemination facilities for blogs. Finally, we will 
introduce the BlogForever EC funded project, its main motivation and findings towards widening the scope 
of blog preservation. 

1 INTRODUCTION 

Blogs are types of websites regularly updated and 
intended for general public consumption. Their 
structure is defined as a series of pages in reverse 
chronological order. Blogs have become fairly 
established as an online communication and web 
publishing tool. The set of all blogs and their 
interconnections is referred to as the Blogosphere 
(Agarwal N.). The importance and the influence of 
the blogosphere are constantly rising and have 
become the subject of modeling and research (Java 
A.). For instance, a 2006 study of the importance of 
blogs in politics, and for US Congress in particular, 
concluded that blogs play “an increasingly powerful 
role in framing ideas and issues for legislators and 
leaders directly” (Sroka T.N.). Blogpulse, a blog 
trend discovery service, identified 126 million blogs 
in 2009 and over 152 million blogs in 2010; while 
Tumblr, a relatively new blogging service, reports 
that they host over 33 million blogs (Tumblr 
Numbers); statistics which undoubtedly prove the 
wide acceptance and dynamic evolution of weblogs. 
Moreover, they underline the importance of this 
novel electronic publication medium and exert its 
significance as part of contemporary culture. 

But despite the fast growth of blogosphere, there 
is still no effective solution for ubiquitous semantic 

weblog archiving, digital preservation, management 
and dissemination. Current weblog archiving tools 
and methods are ineffective and inconsistent, 
disregarding volatility and content correlation issues, 
while preservation methods for weblog data have not 
yet been duly considered. Indeed, existing Web 
Archiving solutions provide no means of preserving 
constantly changing content, like the content of 
weblogs.  

Furthermore, to the best of our knowledge, no 
current Web Archiving effort has ever developed a 
strategy for effective preservation and meaningful 
usage of Social Media. The inter-dependence aspect 
of those media, demonstrated by weblogs featuring 
shared or adversary opinions, as well as weblogs that 
support, imitate or revolve around more central ones, 
is profoundly neglected. Two reasons are mainly 
responsible for this: firstly, the occasional harvesting 
of web resources and, secondly, their treatment as 
unstructured pages, leave little margin for capturing 
the aforementioned communication perspective of 
weblogs. 

In this work, we present the new challenges that 
have to be met when facing blog preservation, 
including information integrity, data management, 
content dynamics and network analysis. 
Furthermore, we present the BlogForever EC funded 
project, its main motivation, objectives and findings 
towards widening the scope of blog preservation. 
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2 RELATED WORK 

Web preservation is defined as ‘the capture, 
management and preservation of websites and web 
resources’. Web preservation must be a start-to 
finish activity, and it should encompass the entire 
lifecycle of the web resource (Ashley K.). The topic 
of web preservation was initially addressed in a 
large scale by the Internet Archive in 1996 (The 
Internet Archive). Subsequently, many national 
memory institutions understood the value of web 
preservation and developed special activities 
towards this goal. Table 1 displays all major national 
and international web archiving projects which are 
part of the International Internet Preservation 
Consortium (IIPC). 

Table 1: International Internet Preservation Consortium 
Members 

Organization Year Access Methods 
Bibliotheca 
Alexandrina's Internet 
Archive, Egypt 

1996 URL Search 

Bibliothèque nationale 
de France - Archives de 
l'Internet 

2002 
URL Search, Keyword 
Search, Full-Text Search, 
Topical Collections 

Government of Canada 
Web Archive 

2005 

URL Search, Keyword 
Search, Alphabetic 
Browsing, Full-Text 
Search 

Croatian Web Archive 
(HAW) 

2004 
URL Search, Keyword 
Search 

The Internet Archive 
(International) 

1996 
URL Search, Topical 
Collections 

The Icelandic Web 
Archive 

2004  URL Search 

Finnish Web Archive 2006 
URL Search, Full-Text 
Search 

Kulturarw3 - The Web 
Archive of the National 
Library of Sweden 

1997 URL Search 

Library of Congress 
Web Archive, USA 

2000 

URL Search, Alphabetic 
Browsing, Subject 
Browsing, Topical 
Collections 

Royal Library and the 
State and University 
Library, Aarhus, 
Denmark 

2005 URL Search 

Nettarkivet Norge 
(WebArchive Norway) 

2001 Keyword Search 

New Zealand Web 
Archive 

1999 

URL Search, Keyword 
Search, Alphabetic 
Browsing, Subject 
Browsing 

Table 1: International Internet Preservation Consortium 
Members (cont.). 

Organization Year Access Methods 
National Library of 
Korea 

2005 
URL Search, Keyword Search, 
Subject Browsing 

PANDORA 
Australia's Web 
Archive 

1996 
URL Search, Keyword Search, 
Alphabetic Browsing, Full-
Text Search, Subject Browsing 

Digital Heritage of 
Catalonia 
(PADICAT) 

2005 
URL Search, Keyword Search, 
Alphabetic Browsing, Subject 
Browsing, Topical Collections 

Webarchive of 
Slovenia 

2007 
URL Search, Alphabetic 
Browsing 

The UK 
Government Web 
Archive 

1997 
URL Search, Alphabetic 
Browsing 

UK Web Archive 2005 

URL Search, Alphabetic 
Browsing, Full-Text Search, 
Subject Browsing, Topical 
Collections 

Web Archiving 
Project, Japan 

2002 
Keyword Search, Full-Text 
Search, Topical Collections 

Web archive of The 
Netherlands 

2007 

URL Search, Keyword Search, 
Alphabetic Browsing, Full-
Text Search, Topical 
Collections 

WebArchiv - 
archive of the 
Czech web 

2007 
URL Search, Subject 
Browsing 

Web Archive 
Switzerland 

2008 
URL Search, Keyword Search, 
Full-Text Search, Subject 
Browsing, Topical Collections 

Webarchive Austria 2008 
URL Search, Topical 
Collections 

As digital preservation techniques progress and 
awareness is raised on the matter, there is a 
continuous trend towards preserving more complex 
objects (Billenness C.). In the scope of web 
preservation, this means evolving from the 
preservation of simple web resources (i.e. html 
documents, images, audio and video files) towards 
preserving more complex web entities such as 
complete websites, dynamic web portals and social 
media. This trend is persisting with more social 
media content being considered for preservation. For 
instance, the Library of Congress has started 
preserving all Twitter content since 2010 (Campbell 
L.). 

The European Commission has identified the 
growing need to keep digital resources available and 
usable over time. To support research in the field, 
the FP7 ICT Research Programme 2009-2010 and 
2011-2012 included specific provisions for digital 
preservation and web preservation under objectives 
ICT-2009.4.1: Digital Libraries and Digital 

ICEIS�2012�-�14th�International�Conference�on�Enterprise�Information�Systems
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Preservation and Objective ICT-2011.4.3 Digital 
Preservation (Commission, Information and 
Communications Technologies). A number of EC 
funded projects pursuing advanced web preservation 
are listed below: 

• LiWA (Living Web Archives) aimed to extend 
the current state of the art and develop the next 
generation of Web content capture, preservation, 
analysis, and enrichment services to improve 
fidelity, coherence, and interpretability of web 
archives (LiWA). 

• ARCOMEM (From Collect-All Archives to 
Community Memories) is about memory 
institutions like archives, museums and libraries 
in the age of the social web. Social media are 
becoming more and more pervasive in all areas 
of life. ARCOMEM’s aim is to help to transform 
archives into collective memories that are more 
tightly integrated with their community of users 
and to exploit Web 2.0 and the wisdom of 
crowds to make web archiving a more selective 
and meaning-based process (Edelstein O.). 
• SCAPE (Scalable Preservation Environments) 
project will address scalability of large-scale 
digital preservation workflows. The project aims 
to enhance the state of the art in three concrete 
and significant ways. First, it will develop 
infrastructure and tools for scalable preservation 
actions; second, it will provide a framework for 
automated, quality-assured preservation 
workflows; and, third, it will integrate these 
components with a policy-based preservation 
planning and watch system. These concrete 
project results will be driven by requirements 
from, and in turn validated within, three large-
scale testbeds from diverse application areas: 
web content, digital repositories, and research 
data sets (Edelstein O.). 

• LAWA (Longitudinal Analytics of Web Archive 
Data) project will build an Internet-based 
experimental test bed for large-scale data 
analytics. Its focus is on developing a sustainable 
infra-structure, scalable methods, and easily 
usable software tools for aggregating, querying, 
and analyzing heterogeneous data at Internet 
scale. Particular emphasis will be given to 
longitudinal data analysis along the time 
dimension for Web data that has been crawled 
over extended time periods (LAWA). 

The topic of web preservation in general and blog 
preservation in particular has been also addressed by 
a number of private startup companies throughout 
the world. Pagefreezer (PageFreezer.com) is 
claiming to support web archiving and social media 
archiving. Another popular service is VaultPress 

(VaultPress), which provides security, backup and 
support for Wordpress blogs. 

Despite the presented activities in the field of 
web preservation, we argue that there is still no 
effective solution for ubiquitous semantic weblog 
archiving, digital preservation and dissemination. 
Current web archiving tools and methods are not 
designed for the semantic web era and are 
ineffective and inconsistent, disregarding volatility 
and content correlation issues. Additionally, 
preservation methods for weblog have not yet been 
duly considered. 

In the following section, we will present a 
number of issues that arise when dealing with blog 
preservation. 

3 BLOG PRESERVATION 
ISSUES, OVERVIEW AND 
CONSIDERATIONS 

Blog preservation activities can be divided into three 
main groups: (a) content aggregation, (b) archiving, 
and (c) management. Here, we present the blocking 
issues for each one of these groups of activities. 

3.1 Blog Content Aggregation 

Existing web archiving solutions provide no means 
of aggregating and preserving constantly changing 
content, like the content of weblogs. The following 
two broad technical approaches are usually 
followed. 

Firstly, there are initiatives that select and 
replicate web sites on an individual basis, an 
approach exemplified by the Web Capture Initiative 
(Web Archiving) and by some projects developed by 
national archives. A second group of initiatives use 
crawler programs to automatically gather and store 
large sets of publicly available web sites. The 
Internet Archive follows this approach by taking 
periodic snapshots of the entire web since 1996. 
Other crawler-based initiatives have focused on 
national domains, e.g. the pioneering Swedish Royal 
Library's Kulturarw project, which is now 
discontinued (Arvidson A.). A complete list of 
national web archiving projects is shown on Table 1. 
These initiatives are usually complemented by 
deposit approaches, where owners or administrators 
of websites choose to deposit the web content they 
are publishing to the repository. 

Regardless of the target content, current 
initiatives employ general purpose web harvesting to 
collect their material. This approach, although easy 
to implement, results in problematic and incorrect

TRENDS�IN�BLOG�PRESERVATION
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Figure 1: Timeline of important web preservation projects and initiatives.

web archives, especially for highly dynamic site 
types such as weblogs and wikis, which exhibit 
special characteristics. More precisely, current 
weblog content aggregation and digital preservation 
suffers from the following issues: 

• Web Content aggregation scheduling is a 
common issue among web archiving projects, 
since all of them perform this task on regular 
intervals without considering web site updates. 
On the other hand, weblogs are extremely 
volatile and tend to be updated several times 
during the day, with new content from editors as 
well as user comments and discussions. As a 
result, a large amount of weblog content is not 
preserved, resulting in subsequent information 
loss and inconsistent web archives. For instance, 
Internet Archive’s latest web preservation 
project, Archive-it (Archive-it), which uses the 
latest Heritrix web crawler (Heritrix), enables 
harvesting material from the Web as frequently 
as every 24 hours, once per week, once per 
month, once per quarter, annually or just once. 
The same also applies to the popular (Web 
Curator Tool Project), which is used by the Web 
Capture Initiative of the Library of Congress, 
the National Library of New Zealand and 
numerous other institutions worldwide. 

• Web content aggregation performance is also 
a major issue for current web preservation 
initiatives. Most projects use brute-force 
methods to crawl through a domain or a set of 
URLs, retrieving each page, extracting links and 
visiting each one of them recursively, according 
to a set of predefined rules. This process is 
performed periodically without taking into 
account whether the target site has been 
modified since the previous content aggregation 
or which components of the weblog have 

actually been updated. Unlike regular web sites, 
weblogs support smart content aggregation by 
notifying third party applications in the event of 
content submission or modification. Two 
technologies supporting this are Blog Ping 
(Winer D.) and PubSubHub (Bhola S.). Never-
theless, they are not utilized by current web 
preservation initiatives, resulting in a waste of 
computing resources. 

• Quality assurance checking is performed 
manually or in a semi-automatic way for most 
web preservation projects. The widely used 
Web Curator Tool requires the administrator to 
perform a “Quality Review Task” while the 
PANDORA Archive’s quality checking process 
(McPhillips S.) also requires human 
supervision.  

3.2 Blog Content Preservation 

Preservation refers to the long-term storage and 
access of digital or digitised content. Existing 
generic web archiving solutions suffer from several 
preservation-related shortcomings that render them 
as poor choices for weblog archiving. These relate to 
both the long-term storage of a weblog as well as to 
the access and usage of the preserved content. 

1. Current web preservation initiatives are geared 
towards aggregating and preserving files and not 
information entities. For instance, the Internet 
Archive aggregates web pages and stores them into 
WARC files (ISO 28500:2009), compressed files 
similar to zip which are assigned a unique 
identification number and stored in a distributed file 
system. Additionally, WARC supports some 
metadata such as provenance and HTTP protocol 
metadata. Implicit page elements, such as: 
• Page title, headers, content, author information, 
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• Metadata such as Dublin Core elements, 
• RSS feeds and other Semantic Web technologies 

such as Microformats (Khare R.) and Microdata 
(Ronallo J.) are completely ignored. This impacts 
greatly the way stored information is managed, 
reducing the utility of the archive and also 
hindering the creation of added-value services. 

2. Current web archiving efforts disregard the 
preservation of Social Networks and of interrelations 
between the archived content. However, weblog 
interdependencies demonstrated by the identification 
of central actors and peripheral weblogs, as well as 
by the meme-effect that applies to them, need to be 
preserved, to provide meaningful features to the 
weblog repository. 
3. Current web archive scope is limited to 
monolithic regions, subjects or events. There is no 
generic web archiving solution capable to implement 
arbitrary subjects and topic hierarchies. For instance, 
the National Library of Catalonia has initiated a web 
crawling and access project aiming to collect, 
process and provide permanent access to the entire 
cultural, scientific and general output of Catalonia in 
digital format (PADICAT). 

Alternatively, the Library of Congress has 
developed online collections for isolated historical 
events such as September 11, 2001 (Library of 
Congress). There is an ongoing debate, about 
benefits or disadvantages of one or another long-
term preservation methodology. Many papers have 
been written and many conferences dedicated to this 
issue have appeared. It is surprising however, how 
little has been done at practical level. 

3.3 Blog Archive Management 

Regardless of the way a weblog is archived, current 
solutions do not provide users with meaningful 
management features of the stored information. For 
example, the Internet Archive stores weblogs as 
generic documents, listing one post after another, an 
approach that hinders if not forbids further weblog 
management. Examining the list of national web 
archiving initiatives (Table 1) one can see that out of 
23 projects, only 8 support Full text search (34%), 9 
support Alphabetic Browsing (39%) and 8 support 
Topical Collections (34%). The most common 
feature available to all archives is URL Search. 

Current solutions completely disregard the social 
aspect and interrelations of weblogs or other social 
media. Furthermore, due to the nature of periodic 
web crawling, users can only view the exact state of 
their weblog on prefixed dates or times. This 
solution cannot keep track of the evolving semantics 
and usage context of highly volatile hypertext pages 
like weblogs. For example, the Occasio News 

archive, which collects sites based on their relevance 
to social issues, only preserves specific snapshots 
from a certain newsgroup (Occasio News Archive 
Database). Articles do not follow a continuous 
timeline, a fact that renders their substantial analysis 
in the future impossible. This results in prolific loss 
of information with respect to recording the 
weblog’s evolution. 

Additionally, current weblog archives cannot 
preserve the information regarding how posts, 
relevance links or other weblogs affect the original 
content and how they led to its propagation or 
extinction. However, this process must be identified 
to be of high cultural and sociological value: it is 
essential to preserve the notions and reactions of 
contemporary society, the motivations and drives, 
the interactions between complementary and 
adversary approaches to certain topics. 

Moreover, browsing the preserved Blogosphere 
through current Web Archiving solutions, like 
Internet Archive or PANDORA, remains a tentative 
if not impossible task. For example, within the 
framework of these solutions, weblog interrelations 
indicated in the form of Blogrolls are treated as 
regular hyperlinks of the retrieved Web page with no 
particular informational value. Not only does this 
approach lead to the risk of them being omitted 
during the harvesting stage, especially by domain 
specific web archives, but it also disregards the 
value of preserving how thematically correlated 
weblogs interact with each other. 

Finally, though web archived content is 
generally classified into wide thematic, regional or 
temporal categories, there exists no robust 
categorization technique. Weblogs’ topic metadata 
are omitted if they do not fall into the predefined 
categories. For example, inter-relational authorship 
information is rarely incorporated into the generic 
archive model. However, the authorship of 
electronic publication bears several interesting 
features, like identification of central actors with 
authority ranking, person searches and interrelations 
between authors and the role of anonymity. This has 
many channels of interest in text mining and the 
social networking and scientific communities, and 
would be a stronghold of web archives focusing on 
social network websites Moreover, the temporal 
aspect of each Web Archive merely relates to a 
specific web-snapshot acquired through harvesting. 
Our methods of real-time harvesting, result into a 
continuous observation of the lifecycle of a weblog 
and provide accurate representation for each weblog 
at any point in time. 

As implied by the aforementioned facts, a large 
fraction of current weblogs lacks digital preservation 
or it is partially archived. Additionally, digital 
archives created by means of any of the above 
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mentioned solutions do not guarantee correctness 
and consistency, thus preventing their effectiveness 
and their proper usage. 

4 DIRECTIONS TOWARDS 
ROBUST AND EFFECTIVE 
BLOG PRESERVATION 

In this section, we present our approach towards 
robust and effective blog preservation. This is a 
challenge that the BlogForever project 
(BlogForever) is addressing from four different 
perspectives: modelling, aggregation, preservation 
and dissemination. The project’s objectives are 
presented and then each one of the perspectives is 
outlined. 

4.1 Objectives 

The project’s strategic objective is to provide 
complete and robust digital preservation, 
management and dissemination facilities for 
weblogs. Towards this end, the following scientific 
and technological objectives have been identified. 

4.1.1 Study Weblog Structure and Semantics 

BlogForever aims to analyse weblog structure and 
semantics to understand the unique and complex 
characteristics of weblogs and develop a generic 
data model as well as an ontology-based 
representation of the domain. To achieve this, 
weblogs are required to be understood and managed 
in 6 aspects: 
1. As physical phenomena 
2. As logical encodings 
3. As conceptual objects with meaning to humans 
4. As structural objects of networked discourse and 

collaboration for knowledge creation in large 
groups of humans 

5. As sets of essential elements that must be 
preserved to offer future users the essence of the 
object 

6. As ontologies created in a bottom-up manner by 
communities rather than specialists 

Additionally, weblog aggregation heuristics will be 
developed to allow us to determine the best practices 
for efficient data extraction from weblogs. 

4.1.2 Define a Robust Digital Preservation 
Policy for Weblogs 

Developing a robust digital preservation policy for 
weblogs is one of the key objectives. The policy will 

include the following information: 
1. Preservation strategy considerations for assessing 

risk, requirements for accessing deposited 
content and long-term accessibility of digital 
objects, as these factors are deemed to have 
enduring value. Furthermore, the preservation 
approach is to be described, including actions 
that are considered necessary for immediate, 
intermediate, and long-term preservation. In 
terms of depositing, it is important to have 
structures that allow for easy retrieval (and this 
relates to extracting structures and mapping to 
them; but also to predicting what and how 
queries of the future will look like – depending 
on the amount of flexibility that is required, the 
data storing can be simpler, or more complex). 

2. The Assessment of Interoperability Prospects, 
which intends to address collaboration issues 
with existing generic European Web Archiving 
solutions. Moreover, means for reliable content 
transfer from the digital archive to other digital 
repositories, in the event of project termination 
are to be proposed. 

3. The Digital Rights Management Policy, which 
addresses weblog copyright issues and controls 
the access level for each item and user in the 
digital archive. 

4.1.3 Implement a Weblog Digital 
Repository 

BlogForever aims to implement a digital repository 
web application, which will collect, archive, manage 
and disseminate weblogs. The platform will have the 
following 2 main components: 
1. The weblog aggregation component, which will 

be capable of searching, harvesting and 
analysing large volumes of weblogs. 

2. The digital repository component, which will be 
responsible for weblog data preservation. The 
digital repository will ensure weblog 
proliferation, safeguard their integrity, 
authenticity and long-term accessibility over 
time, and allow for better sharing and re-using of 
contained knowledge. 

A detailed depiction of the BlogForever platform 
architecture can be seen on Figure 2. 

4.1.4 Implement Specific Case Studies 

BlogForever aims to design and implement specific 
case studies to apply and test the created 
infrastructure on extensive and diverse sets of 
weblogs. The case studies will be both generic 
(collecting weblogs from a wide array of topics) and 
domain specific (for example, a case study in 
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Figure 2: BlogForever Platform Architecture. 

academic bloggers community). Thus the case 
studies will provide the required breadth and depth 
to validate the developed tools, and guarantee that 
the project’s results could be successfully and 
widely replicated after the project ends. The impact 
of the digital repository will be also evaluated by 
monitoring system usage and gathering user 
feedback. 

The case studies will begin in summer 2012 and 
are expected to be completed in August 2013. The 
largest case study will include 500.000 blogs. 

4.2 Modelling  

Working towards the objectives identified 
previously, we have already examined a number of 
tasks regarding modelling the blogosphere. 

4.2.1 Weblog Survey 

The BlogForever Weblog Survey report (Arango-
Docio S.) outlines a principal investigation into:  
1. the common practices of blogging and attitudes 

towards preservation of blogs;  
2. the use of technologies, standards and tools 

within blogs; and finally,  
3. the recent theoretical and technological advances 

for analysing blogs and their networks.  
This investigation aims to inform the development 
of preservation and dissemination solutions for blogs 
within the context of BlogForever.  

The objectives pursued in this study enabled 
discussion of:  
• common weblog authoring practices;  
• important aspects and types of blog data that 

should be preserved;  

• the patterns in weblogs structure and data;  
• the technology adopted by current blogs; and 

finally  
• the developments and prospects for analysing 

blog networks and  
• weblog dynamics.  

To achieve the aims and objectives of this inve-
stigation, a set of review and evaluation exercises 
were conducted. The members of the BlogForever 
consortium jointly designed and implemented: 
• an online survey involving 900 blog authors and 

readers;  
• an evaluation of technologies and tools used in 

more than 200 thousand active blogs;  
• a review of recent advances in theoretical and 

empirical research for analysing networks of 
blogs; and  

• a review of empirical literature discussing 
dynamic aspects of blogs and blog posts. 

4.2.2 Weblog Data Model 

Our work on weblog data model (Stepanyan K.) 
identifies the data structures considered necessary 
for preserving blogs by revisiting the earlier inquiry 
summarised in the BlogForever Weblog Survey. The 
report includes an inquiry into  
• the existing conceptual models of blogs,  
• the data models of Open Source blogging 

systems, and  
• data types identified from an empirical study of 

web feeds.  
The report progresses to propose a data model 
intended to enable preservation of blogs and their 
individual components. 

Pending work on weblog modeling includes an 
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exploration of ontologies’ applications in the context 
of blog preservation. 

4.2.3 User Requirements and Platform 
Specifications 

Requirements descriptions for the BlogForever 
platform were thoroughly investigated and 
assembled from several sources including already 
completed work, semi-structured interviews with 
relevant stakeholders and a users’ survey (Kalb H.). 
The report illustrates the method of interview 
conduction and qualitative analysis. It includes a 
description of relevant stakeholders and requirement 
categories. 

The identified requirements were specified in a 
standardised template and modelled with the unified 
modelling language (UML). Thus, they can be easily 
explored and utilised by developers. Overall, the 
requirements are the foundation for the design phase 
because they represent the perspective of demand. 

4.3 Aggregation 

The first step to preserve blogs is to manage to 
achieve effective and complete blog content 
aggregation. This problem can be split down to two 
sub-problems, detecting blog updates and retrieving 
updated blog content. 

4.3.1 Weblog Aggregation Prototypes 

During our work on weblog aggregation techniques 
(Rynning M.), we evaluated available weblog data 
extraction methodologies and technologies. 
Additionally, a number of weblog data extraction 
prototypes were implemented to test the 
aforementioned techniques and evaluate alternative 
ways to implement the weblog spider component, 
one of the two key elements of the BlogForever 
platform. This work will be continued to articulate 
an optimal set of weblog aggregation techniques. 

4.3.2 Spam Filtering 

Our research on Spam filtering in the context of blog 
aggregation (Kim Y.) comprises a survey of weblog 
spam technology and approaches to their detection. 
While our work focused on identifying possible 
approaches to spam detection as a component within 
the BlogForever software, the discussion has been 
extended to include observations related to the 
historical, social and practical value of spam, and 
proposals of other ways of dealing with spam within 
the repository without necessarily removing them. It 
contains a general overview of spam types, ready-
made anti-spam APIs available for weblogs, possible 

methods that have been suggested for preventing the 
introduction of spam into a blog, and research 
related to spam focusing on those that appear in the 
weblog context, concluding in a proposal for a spam 
detection workflow that might form the basis for the 
spam detection component of the BlogForever 
software. 

4.4 Preservation 

The process of digital preservation requires optimal 
retrieval and interpretation of the information to be 
preserved. As presented in the previous sections, our 
modelling and aggregation prototyping work will be 
the pillars upon which we will build an effective 
blog preservation platform.  

4.4.1 Preservation Strategy 

The preservation strategy will include information 
on assessing risk, requirements for accessing 
deposited content and long-term accessibility of 
digital objects, as these factors are deemed to have 
enduring value. Furthermore, the preservation 
approach is to be described, including actions that 
are considered necessary for immediate, 
intermediate, and long-term preservation. In terms of 
depositing, it is important to have structures which 
allow for easy retrieval (and this relates to extracting 
structures and mapping to them; but also to 
predicting what and how queries of the future will 
look like – depending on the amount of flexibility 
that is required, the data storing can be simpler, or 
more complex). 

4.4.2 Interoperability Strategy 

Our planned work on the interoperability prospects 
of the BlogForever platform intends to analyse the 
different facets of interoperability: syntactic, 
semantic and pragmatic (Papazoglou M.). 
Furthermore, we are planning to address 
collaboration issues with existing platforms as well 
as libraries, archives, preservation initiatives and 
businesses that might be in synergistic relationships 
with BlogForever archives. 

4.4.3 Digital Rights Management 

Our planned work on Digital Rights Management 
(DRM) will initially include the identification and 
analysis of open issues and relevant discussions on 
the topic of blog preservation. Our aims will be 
protecting public access to information, content 
creators and content managers.  
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4.5 Management and Dissemination 

To facilitate weblog digital preservation, 
management and dissemination, the project will 
implement a digital repository specially tailored to 
weblog needs. BlogForever digital repository will 
have to facilitate not only the weblog content but 
also the extended metadata and semantics of 
weblogs, which have been accumulated by the 
weblog aggregator as presented in section 4.3. 

The solution of creating a new software system 
as the basis of the weblogs repository has been 
considered and dismissed for this task, since many 
open-source repository back-ends are freely 
available on the Internet. In this respect, and taking 
into account the participation of CERN into the 
BlogForever consortium, the project will extend and 
adapt the globally acknowledged and widely used 
Invenio software (CERN). The technology offered 
Invenio covers all aspects of digital library 
management. It complies with the Open Archives 
Initiative metadata harvesting protocol (OAI-PMH) 
and uses MARC 21 as its underlying bibliographic 
standard. Its flexibility and performance make it a 
comprehensive solution for the management of 
document repositories of large size and render it as 
an ideal basis for the BlogForever platform.  

Long term blog preservation will be one aspect 
of the BlogForever platform. The other will be 
providing facilities for various stakeholders (Kalb 
H.): 
• Content providers are people or organisations, 

which maintain one or more blogs and, hence, 
produce blog content that can or should be 
preserved in the archive 

• Individual blog authors are people that 
maintain their own blog. 

• Organisations can serve as content providers if 
they maintain their own corporate blogs. 

• Content retrievers are people or organisations 
which have an interest in the content stored in a 
blog archive and, therefore, they like to search, 
read, export, etc. that content. 

• Individual blog readers are people who 
already read blogs for various reasons, e.g. 
family, hobbies, professional. 

• In contrast, libraries operate more as a 
gatekeeper for individual retrievers. They 
provide access to various kinds of information 
sources, e.g. books, journals, movies, etc. 
Thereby, the access includes value added 
services like selecting and sorting the sources as 
well as adding metadata. 

• Businesses also offer value added services 
based on the available information. 

Each one of the aforementioned stakeholder has 
different blog preservation, archiving, management 
and dissemination requirements which have already 
been recorded and thoroughly documented, setting 
the priorities and work plan for the implementation 
of the BlogForever platform. 

5 CONCLUSIONS 

In this paper, we presented our perspective on the 
status of blog preservation and the blocking issues 
that arise when dealing with blog aggregation, 
preservation and management. Also, we identified a 
number of open issues that existing web archiving 
initiatives and platform face when dealing with 
blogs. Lastly, we presented an outline of the 
BlogForever EC funded project’s current and future 
work towards creating a modern blog aggregation, 
preservation, management and dissemination 
platform.  
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Abstract: In large corporations, line-of-business organizations frequently introduce unofficial “shadow” applications 
to work around the limitations of the established information system. This paper presents a software 
architecture designed to alleviate this phenomenon, and reuses examples from a recent industry experience 
report to demonstrate how shadow application proliferation could be avoided without sacrificing flexibility 
and reactivity. We present the initial results of our prototype, and discuss the possibility of a social 
information system designed to both reduce the present chaos and enable the cooperative design and 
evolution of business applications. 

1 INTRODUCTION 

Delivering the right information at the right time to 
the right persons is one of the most important 
requirements of today’s business world (Spahn and 
Wulf, 2009). Nevertheless, corporate information 
systems are a widespread source of frustration 
(Newell et al., 2007). Business units do not accept 
the poor service provided by their IT departments 
and build up independent IT resources to suit their 
specific or urgent requirements (Zarnekow et al., 
2006). 

As a result, information systems of large 
corporations are a web of numerous applications. At 
the center we find a fairly small set of stable and 
robust enterprise applications. These are surrounded 
by a larger set of semi-official applications and a 
very large number of unofficial applications. We 
adopt the term of shadow application proposed by 
Handel and Poltrock (2010) for the last two 
categories, i.e. applications introduced by business 
units to satisfy requirements not met by official 
applications. 

Though the benefit of “getting the job done” is 
sufficient to justify, and indeed pay for, their 
existence, shadow applications raise serious 
problems: duplicated and inconsistent data is 
commonplace, and having critical information and 
functionality scattered, unreachable and managed 
outside of standard IT processes is obviously not 

what comes to mind when envisioning a well-
structured and robust information system.  

Building upon our industry experience1, this 
paper proposes a potential solution. After a short 
definition of shadow applications, their main 
characteristics and the causes of their emergence, we 
propose an alternative architecture for business 
applications which could prevent the systematic 
recourse to shadow applications in their vicinity, 
using two use cases from (Handel and Poltrock, 
2010) to illustrate its effects. We present our 
prototype implementation and our first results, and 
discuss the possibility of a social information system 
designed to both reduce the present chaos and enable 
the cooperative design and evolution of business 
applications. 

2 UNDERSTANDING 
SHADOW APPLICATIONS 

Shadow applications are characterized by their 
purpose. If application A exists to work around the 
limitations of application B, or if A’s features belong 
in B according to its users, A can be considered a 

 
1The authors have a cumulated experience of over thirty years in 
the development and operation of business applications in 
industrial environments. 
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shadow application. This partial definition illustrates 
the subjective nature of the phenomenon. 

Shadow applications are also characterized by 
their ownership. If it is owned by the IT department, 
it is an official application; otherwise it is a shadow 
application. The important distinction is not so much 
“IT or not IT” but “ownership by the actor 
effectively using the application”. This allows the 
owner to quickly adapt the tool without consulting 
other parties or relying on the IT organization’s 
priorities. It also provides him with full control over 
the visibility of the data and access to features. 

 Individual spreadsheets meet this definition. 
These are often used for simple data storage and 
manipulation, as a substitute for more robust 
business applications. This is a very common and 
possibly dominant use case since their introduction 
(Nardi and Miller, 1990), and Handel and Poltrock 
(2010) qualify such spreadsheets as shadow 
applications. 

“Official” and “shadow” are relative concepts, 
and apply recursively at various levels of an 
organization. In other terms, multiple layers of 
shadow applications exist, the final one being 
personal applications. 

Shadow applications are typically loosely 
integrated with some official and other shadow 
applications. However, manual synchronization is 
not uncommon (Hordijk and Wieringa, 2010). 

We define a shadow application as an application 
which: 
 works around another application’s limitations 

and 
 is both functionally and technically owned by the 

organization using it. 
Shadow applications are usually considered a 
“necessary evil” (Hordijk and Wieringa, 2010). 
Organizations cannot work without them, but would 
prefer to avoid the data duplication they imply as 
well as the burden they represent in development 
and maintenance costs. 

The benefits of shadow applications must 
outweigh the drawbacks; otherwise line-of-business 
organizations would not develop, deploy, and 
maintain them. We will refer to the main benefits of 
shadow applications as perceived by their owners as 
the “AVI capabilities.” 
 The owner has full Autonomy to implement new 

features. 
 The owner decides about Visibility of the 

application to the larger organization. 
 The owner can Integrate (manually or 

automatically) with other applications. 

2.1 Examples of Shadow Applications 

A recent experience report contributes observations 
about shadow applications in a 10 year engineering 
project (Handel and Poltrock, 2010). In this paper, 
we will use fictional examples derived from the 
information disclosed in this report. 
 “Luxury can report delays on process instances, 

but not the reasons for these delays which are 
managed by a shadow application.” 
 “Sometimes the tasks tracked by Luxury were 

informally decomposed into subtasks; (…) Luxury 
had no provisions for this kind of task 
decomposition.” 
We make the assumption that Luxury tracks 
requests, a common use case in engineering 
environments. Figure 1 below shows a fictional 
central database of an official application and two of 
its shadow applications, managing delay analyses 
and subtasks respectively. 

 
Figure 1: Example of fictional official database and 
associated shadow application data. 

While spreadsheets are arguably the most 
common form, shadow application architectures are 
limited only by the owner’s resources, including 
full-blown business applications and, more 
fashionably, third-party applications in the “stealth 
cloud”, i.e. cloud services being consumed by 
business users without the knowledge, permission or 
support of the IT department (Gotts, 2010.). 

associated shadow applications

official application
REQUEST

id title state owner
planned
end

actual
end

123 assess technology T CLOSED Ruben 04.may 10.may

456 validate new supplier Z CLOSED Barney 27.aug 12.sep

789 align X with standard Y OPEN Johanna 10.oct
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2.2 Causes of Shadow Application 
Emergence 

Shadow applications emerge to work around the 
shortcomings of official applications (Zarnekow et 
al., 2006). Thus we need to understand the causes 
for these problems. 

Large organizations are not consistent and 
orderly systems. Referring both to groups and 
individuals, Kling (1991) describes working 
relationships as “multivalent with and mix elements 
of cooperation, conflict, conviviality, competition, 
collaboration, control, coercion, coordination and 
combat (the c-words)”. Requirements from different 
stakeholders are thus often divergent or conflicting, 
which explains why the difficulty of requirements 
engineering increases exponentially with the number 
and diversity of participants. Ackerman (2000) 
indicates that when there are hidden or conflicting 
goals, people will resist articulating these. Under 
such circumstances, it is a challenge to converge on 
a consistent set of requirements and deliver a 
working application at all. But widespread 
dissatisfaction with the result is almost guaranteed 
by construction. 

As an aggravating factor, corporations are not 
static. They must adapt to changes in their 
environment like new markets, technologies or 
regulations. Though the aforementioned c-words 
impact is often obvious at the time of application 
introduction, the continuous evolution of business 
requirements turns this into a subtle though 
continuous problem. Any change in any 
stakeholder’s universe can invalidate the initial 
compromises and demand new rounds of discussion, 
yielding further dissatisfaction. 

Besides inter-organization conflicts, some c-
words foster shadow application emergence by 
themselves. A successful shadow application and the 
knowledge it captures is usually highly visible 
within an organization, and its ownership provides 
recognition (competition) and power (control, 
coercion). 

There are other contributing factors. The 
widespread practice of reducing IT costs lowers both 
reactivity and quality of IT support, inciting business 
units to help themselves (Hoyer and Stanoevska-
Slabena, 2008). Technical obsolescence, a 
consequence of either respectable age or unfortunate 
choice of foundation technologies, can make it 
difficult to find the right skillset to implement 
changes. This paper focuses on the following factors 
leading to shadow application emergence. 
 Business unit considers it impossible to converge 

on a single set of requirements fulfilling all 
stakeholders’ requirements. 
 Business unit does not want to rely on slow or 

expensive third parties. 
 Business unit considers it in its best interest to 

produce a new system they own. 

2.3 Preventing Shadow Application 
Proliferation 

Our opinion is that with present software 
architectures, no matter how carefully official 
applications are crafted, over time they will spawn 
shadow applications whenever resourceful 
communities have urgent unsatisfied needs. 

Our hypothesis is that if an application provides 
the AVI capabilities, the need for shadow 
applications is greatly reduced. Today’s software 
architectures cannot provide these capabilities 
because the components of a business application 
(such as data elements, workflows, or forms) are 
shared among organizations. This sharing is both the 
main reason why business applications exist and the 
main reason for the emergence of their shadow 
counterparts. We therefore propose an application 
architecture with a fundamentally new and different 
sharing principle. 

3 REQUIREMENTS FOR AN 
ALTERNATIVE APPLICATION 
ARCHITECTURE 

In this section we attempt to express the AVI 
capabilities as a set of requirements for an 
application architecture, with the following 
definitions. 
 Actor designates an individual or a group of 

individuals, for example the entire company, an 
organization, department, project team, or 
community. 
 Elements are runtime application components, 

like business entities (in our previous example a 
“Request”), workflows, forms, reports, or even 
configuration entries. With this definition an 
Application is a collection of related Elements. 

3.1 Functional Requirements 

Our first two requirements cover the most central 
operations in shadow application development. 
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R1: Actors can extend existing Elements. 
R2: Actors can add new Elements. 

Example 1 below reuses an observation from 
(Handel and Poltrock, 2010) to illustrate how an 
application satisfying R1 and R2 could defuse the 
need for shadow applications. 

Example 1 – Luxury2 

The official application manages Request entities, with 
among others attributes title, state and delay. 

The “Quality” department needs to record the 
reasons for delays when they occur. Using R2, they 
introduce a new Element DelayAnalysis with attributes 
like reasonForDelay and analyst and associations with 
existing Element Request. Behind the scene, this 
leverages R1 to extend the Request Element with the 
reverse association delayAnalyses. This blends the new 
Element and extensions with the original Luxury 
entities thus enabling intuitive bi-directional 
navigation. 

Other operations are adding missing attributes to 
an existing business element or adding more detailed 
states in an existing workflow. Example 1 highlights 
a new problem: the extensions are of interest only to 
a subset of the application’s users, and may be 
confidential. To avoid cross-Actor pollution and 
conflicts, both R1 and R2 imply that Actors are 
isolated from each other by default, which yields the 
requirement R3. 

R3: Actors have private spaces. 

Elements are hosted in such private spaces and are 
by default not visible outside of them. We call these 
spaces Perspectives. In a typical enterprise setting, 
today’s official applications would be Perspectives 
providing ‘scaffolding’ Elements, i.e. skeletons of 
business entities and associated high-level rules and 
functionality. Organizations at various levels would 
have their own Perspectives, hosting the extensions 
and additional Elements reflecting their concerns 
and level of detail. Individuals could likewise 
replace their spreadsheets with private extensions 
and Elements hosted in a private Perspective. 
However, completely isolated Perspectives would 
defeat the purpose of enterprise applications, which 
yields R4. 

R4: Actors can share the Elements they own. 
 

2In the report, Luxury refers to both a business process and 
the supporting official application(s). We only refer to the 
latter here. 

Perspectives can make selected Elements visible, 
either to everybody (“public”) or to a restricted set 
of Perspectives. We call this operation export. 
Obviously the previously mentioned official 
Perspectives would export their Elements to all 
users. And business-unit-level Perspectives would 
export their Elements to the relevant Actors. Even 
individuals can share their Elements with others. 

It is interesting to note here that this empowers 
the entire employee base to contribute to the overall 
information system, which we think provides 
significant benefits we will discuss later in this 
paper. The downside is that this could lead to 
cacophony through an overwhelming amount of 
available Elements, dictating R5. 

R5: Actors can select relevant Elements. 

Thus, a symmetrical import operation is 
necessary. An Actor must be able to select among all 
Elements available to him only the ones he considers 
relevant. Instead of building his environment from 
scratch an Actor would inherit the Elements from 
the groups he belongs to, but must be able to 
unimport these if not relevant for him. Example 2 
below, again from Handel and Poltrock (2010), 
illustrates how R1-R5 could have avoided another 
real-life shadow application. 

Example 2 – Fallen 

 “Official application Fallen had produced a shadow 
application which added translations into Japanese 
next to English data fields.” 

Extending existing entities with additional 
attributes is a typical use case of R1. Such extensions 
would be owned by the Japanese branch of the 
company, and hosted on their servers in a Perspective 
(R3) we can call http://fallen.acme.co.jp/Translations. 

Employees of the Japanese branch would inherit 
these extensions, and some groups or Japanese 
employees could even choose to unimport the initial 
English attributes (R5). The extensions could be 
exported to other Japanese-spoken employees in other 
regions (R4). 

Our previous use of the term Application 
encompassed a broad spectrum, from full-blown 
enterprise systems to private spreadsheets. Likewise, 
for Perspectives we envision a broad range from big 
Perspectives hosting self-sufficient third-party 
applications to tiny individual Perspectives with just 
a few extensions replacing spreadsheets. Some 
Perspectives may just factorize the optimal list of 
import and unimport declarations for a given 
organization or community. 
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3.2 Usability Requirements 

A significant percentage of today’s shadow 
applications are created by people without software 
engineering skills using office software like 
spreadsheets (Nardi and Miller, 1990). This 
observation makes usability a key requirement. 

R6: No programming is required for R1-R5. 

The last item may sound like reviving the dream 
of software without programmers.  However, the 
data-centric nature of business applications makes it 
much less difficult for end-users to participate than 
more feature-centric software; significant 
contributions of entities, attributes, simple formulas 
and associations can be made through a forms-based 
interface, especially in the presence of example 
instances (Markl, Altinel, Simmen and Singh, 2008). 

Contributions are not limited to what can be done 
by end-users through forms. A language-based 
representation of perspectives and elements is still 
necessary for professional software developers. 
Even for business units, contractors and interns have 
always been a means to get access to development 
skills beyond their internal competence to 
implement complex shadow applications. In a 
perspective-centric architecture, such expert 
contributions would still be possible, with the 
benefit of being better integrated with the rest of the 
information system. 

4 CONCEPTUALIZATION 

Figure 2 below shows the high-level meta-model of 
our proposal. It is centered on a classical enterprise 
directory component with Users and Groups. 
Perspectives are hosted by Repositories. 
Perspectives can define Fragments, which can be 
either self-sufficient (R2) or extensions of a 
Fragment from another Perspective (R1). 
Repositories can live on different servers. 

At runtime, a User opens a Session, which 
determines a set of Perspectives – owned by the 
User or inherited from the Groups he is member of. 
This in turn determines a set of Fragments, which 
can be woven into Elements. The Session becomes 
the Application, tailored to the connected user’s 
profile. We call this a virtual private application, 
private because it reflects the user’s unique 
combination of elements, virtual because it does not 
exist outside of the session. 
 

 
Figure 2: Meta-model of Perspective-centric architecture. 

In a perspective-centric architecture, applications 
are thus dynamically composed at runtime. Today, 
commercial-off-the-shelf (COTS) applications need 
to suit the requirements of a variety of customers 
and provide some degree of flexibility through 
configuration and customization mechanisms 
(Brehm, Heinzl, and Markus, 2001). We consider 
our proposal a generalization of these mechanisms 
found in application platforms like issue-tracking, 
PLM and ERP systems. 

5 PROTOTYPE 

We have designed and implemented a first prototype 
of a perspective-centric system. Considering the 
complexity of the general case of extensible 
Elements, our prototype mainly focuses on data, i.e. 
business entities. 

5.1 End-user Experience 

Our main objective was to verify that the dynamic, 
perspective-centric nature of the system could be 
made transparent to end-users during normal use. 
The screenshots below show two different users 
connected to a Luxury-like application, both 
displaying a request object. The first user belongs to 
the quality group and thus sees DelayAnalysis 
objects, the second user is from the planning group 
and sees SubTask objects. 

It is important to stress the additive nature of the 
system, as opposed to subtractive, i.e. filtering. In a 
filtering approach, somewhere an Element would 
exist with all attributes, which get filtered out 
depending on the users’ profile. In our approach, 
Fragments exist in various places and get pulled 
together by the Session. The main visible difference 
with a regular system is the presence of edit buttons, 
which allow inspection and tailoring of the 
connected user’s model as illustrated in the next 
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screenshot, which shows (1) the possibility to import 
another Entity “Customer”, and (2) that Element 
“Request” is a composition of Fragments from three 
different perspectives. 

 
Figure 3: Two different users during normal use. 

 
Figure 4: A user inspecting his model. 

An ideal interface should have the intuitiveness 
of a spreadsheet, where filling an empty “header” 
cell transparently creates an extension with the new 
attribute, with default type and visibility. We believe 
the presence of actual records makes such example-
centric modeling possible. 

5.2 Architecture 

It may appear natural to host extensions on the same 
server as their root Elements. However, to fully meet 

R1 and R2 any Actor must be able to provide his 
own storage and computing resources for extensions. 
Otherwise, although independent in functional 
terms, he is dependent from a physical resource 
point of view. This constraint dictates a distributed 
architecture, where Perspectives can be hosted on 
distinct servers and are pulled together at runtime by 
a client session. 

It is important to guarantee that official systems 
cannot be disrupted or slowed down by extensions 
hosted on unreliable servers. No organization would 
accept an architecture with the potential for any 
unfortunate experiment by an employee to degrade 
access to central services. This constraint dictates 
asynchronous communication between components, 
allowing results from a high-reliability official 
system to be displayed without waiting for the 
extension results which may arrive later or never. 

The prototype implementation is broken down in 
the following components. 
 A central directory component, which in a real 

setting is the enterprise directory server where users 
and groups would just need to be annotated with 
references (URLs) to their associated perspectives. 
 Repository components, which host Perspectives 

with entity definitions, extensions and associated 
instances, persisted in a database and exposed 
through web services. 
 On the client-side, the client session component 

communicates with previous components to build a 
data model at runtime, and a dynamic user interface 
builds simple forms by inspecting this model. 
Figure 5 below illustrates the main interactions 
between the components, at initialization-time and 
during regular use. 

 
Figure 5: Architecture of the prototype. 

In step (1), the client authenticates the user and 
gets as a reply the full graph of his groups and 
perspectives. The client then (2) requests all 
perspectives and the associated Fragment 
declarations from the various repositories involved. 
Receiving a Fragment triggers the (3) weaving 
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mechanism which composes Elements. Usage is 
then similar to any distributed system, i.e. accessing 
an object triggers several requests (4). 

The communication between components is 
standard REST over HTTP. The protocol has been 
kept simple in order to enable integration of legacy 
systems in a perspective-centric landscape through 
the development of wrappers. 

5.3 Limitation 

The main conceptual limitation of our first prototype 
is the focus on data only. Considering the centrality 
of data in business applications, we think that the 
results presented in the next section still represent a 
significant contribution. 

6 INITIAL RESULTS 

From a technical point of view, the prototype has 
demonstrated the feasibility of asynchronous 
runtime composition of a data model, the 
transparency for end-users during normal use, and 
end-user update of the data model in their own 
perspective. 

As first proof-of-concept, we have instantiated 
the prototype with a project tracking use case and a 
configuration of 3 groups and 5 individuals with 
different perspectives. The prototype has been able 
to compose the individual models on the fly, proving 
the validity of the concepts of Perspective and 
Fragment.  

We have presented this prototype to 8 
information system professionals from 6 different 
industrial and educational organizations. All of them 
have over 20 years of experience and have witnessed 
the emergence of numerous shadow applications. 
Though they did raise some concerns, covered in the 
discussion section of this paper, their reactions to the 
proposal varied from fairly positive to enthusiastic. 4 
out of 8 subjects have volunteered for evaluating the 
prototype with real application data. 

As a second proof-of-concept, we have 
instantiated the prototype with the Luxury-like use-
case presented in previous sections of this paper. 
The “Luxury” perspective and its associated 
“quality” and “operations” perspectives have 
allowed a unified representation of the three points 
of view. We were able to walk through use cases of 
both the Luxury and Fallen shadow applications, and 
show that technically they would have been avoided 
with a mature perspective-centric implementation. 

The highly dynamic nature of the proposal 

initially made all interviewed professionals 
uncomfortable, illustrating the fairly conservative 
attitude they adopt regarding the architecture of 
business applications, particularly the data layer. 
One manager has expressed a desire to restrict the 
perspective-centric nature of an application to the 
initial phases of its life, and to “freeze” the model 
once it has been collaboratively built and validated. 
This directly contradicted his earlier statements of 
continuously evolving and conflicting requirements, 
which he acknowledged. Experimentation with 
industry datasets is now required to validate our 
initial results. 

7 DISCUSSION 

Perspectives represent different, finer and more 
connected information system grains than 
applications. We think they allow an information 
system to evolve organically in a unified and more 
controlled way than today’s proliferation of shadow 
applications, without sacrificing the business units’ 
ownership of their specific application elements. The 
reactivity and autonomy their mission demands is 
thus preserved. 

7.1 Towards Social Information 
Systems 

A perspective-centric application architecture 
represents a major shift of responsibilities from IT 
departments towards the community of users, not 
unlike the freedom spreadsheets have provided 
(Nardi and Miller, 1990). An IT department’s main 
responsibility would be to provide the platform on 
which anyone (the IT department itself, but also 
business organizations and individual employees) 
could contribute elements in their area of expertise. 
We think this could leverage the collective 
intelligence (Surowiecki, 2004) and energy of 
employees to collaboratively build and maintain the 
corporate information system, in a form of internal 
crowd-sourcing. 

Considering today’s mostly feudal management 
of information systems, this is a fairly disruptive 
proposal. Indeed, during our interviews most 
subjects have raised the concern that it could result 
in chaos. This concern typically takes the official 
applications as a reference, while in our opinion it 
only represents the tip of the information system 
iceberg. When including all shadow applications in 
the picture, information systems today can already 
not guarantee the overall consistency, and rely upon 
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humans to keep the whole together. However, as one 
architect interviewed observed, the chaos is often 
feared to be in core business attributes. But these are 
often the best-understood and least controversial of 
the data elements; uncertainty is greatest on the 
highly domain-specific attributes. By properly 
segregating these into the correct perspectives, 
overall uncertainty may actually be reduced. 

Collecting all shadow application data in a 
unified infrastructure may seem to aggravate 
inconsistency, but in reality it just reveals the present 
state. We think a unified infrastructure would 
provide additional leverage to the previously 
mentioned human factor in at least two ways. 

In the consumer-space, “social” mechanisms like 
tagging, rating, voting, and targeted sharing have 
proven effective in organizing huge repositories of 
consumer-contributed data (Surowiecki, 2008). In a 
business environment, users could organize 
application elements through similar mechanisms.  
We think dealing with authenticated professionals is 
an even more beneficial setting than the consumer 
space for social technologies to apply, and envision 
social information systems where elements are 
contributed from the bottom up, shared with other 
Actors, ranked and improved through social 
feedback mechanisms and eventually gradually 
“promoted” to more central perspectives. 

This could result in the democratic (or 
meritocratic) evolution of a corporation’s 
application landscape, a generalization of today’s 
frequently  requested transfer of shadow applications 
from business units to IT departments (Handel and 
Poltrock, 2010). 

As opposed to today’s situation where shadow 
applications are mostly disconnected from their 
parent applications and extremely heterogeneous in 
their implementation, a unified architecture would 
make the continuous evolution and divergence 
observable. Indicators could be envisioned (number 
of extensions, number of unimports…) and 
dashboards built to monitor application evolution. 
Pattern-matching techniques could be used to 
automatically detect convergence opportunities 
(Ahmadi, Jazayeri, Lelli and Nesic, 2008; 
Sabatzadeh, Finkelstein and Goedicke, 2010) and 
notify the owners of the candidate elements, 
fostering convergence discussions. 

7.2 Impact on Collaboration 

Although the goal of the proposed architecture is to 
make evolution a continuous process, introduction of 
significant chunks still require traditional projects. 

From a functional point of view, the painful and 
hazardous process of elaborating the union of 
divergent requirements could be replaced by the 
identification of the intersection, containing only the 
elements all stakeholders agree on, and then spawn 
smaller groups to discuss the next level of detail, 
thus reducing the risk of conflict and communication 
overhead. We think Perspectives would thus contain 
the various layers of boundary objects (Star, 1990) 
around which people collaborate. 

From a technical point of view, private spaces 
could help in integrating running development 
projects with live production environments, 
facilitating continuous integration and delivery 
(Fowler, 2010a). Boundaries between mockup, 
prototype, beta and production environments could 
be smoothened and concurrent development made 
easier, as well as quick experimentation encouraged. 

7.3 Evaluation in the Real World 

One of the challenges of this work is to find suitable 
ways to evaluate the underlying concepts of social 
information systems. A standard approach would be 
to deploy this with a small group of users, and study 
its usage. However, if it were deployed in this 
fashion, it would become just one more shadow 
application, and many of the benefits of a 
perspective-centric system would be lost. On the 
other hand, this approach is new and unfamiliar 
enough to both potential users and IT organizations 
that a major implementation would be difficult to 
accomplish. As illustrated by the aforementioned 
discomfort of the IT professionals, this requires a 
significant shift in thinking by IT and line-of-
business managers about how crucial data is stored 
and managed. A successful perspective-centric 
system requires not only technological 
sophistication, but also a degree of organizational 
change that is not always present (the “c-words”). 

7.4 Challenges and Further Work 

A real deployment of such a social architecture 
would almost certainly exhibit a high degree of 
coupling of its elements, making the system 
vulnerable to the evolution of central elements. 
However, since all dependencies are explicit, 
evolution policies could be defined. For example, if 
a high-level perspective deletes an element, it could 
be marked as orphan and be proposed to adoption to 
owners of perspectives which import or extend it. 

We think a significant number of common 
business application features can be implemented in 
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a generic way in the form of functional aspects 
(Filman, Elrad, Clarke and Akşit, 2008) to be 
applied by an end-user while building his model. For 
example, if a particular attribute demands 
traceability this could be a single checkbox on the 
model’s form, a simple boolean annotation on the 
model itself, and could tell a repository to produce 
history records with timestamp, user, and previous 
value. We are working on more complex aspects like 
lifecycle management and authorization. 

The manipulation of model and instances 
through the same interface presents both the 
opportunity to leverage contributions from people 
without modeling skills and the risk to confuse them. 
Beyond the prototype’s naïve forms for model 
manipulation, we consider usability for contributors 
with a broad spectrum of software skills a challenge. 
For contributors with software engineering skills, the 
development of robust application code on top of a 
dynamic foundation is not trivial, and needs 
appropriate programming language bindings. 

Other challenges are not new but rather inherited 
from the present situation. As an example, a user 
could define an extension concatenating two 
attributes, and export this extension to colleagues 
who do not have permission to see the initial data. 
This is similar to what happens when people extract 
confidential data in today’s shadow applications, 
breaking the initial authorization mechanism. A 
perspective-centric system would actually improve 
on this situation; by having a complete view of all 
the attributes, a system would be able to detect and 
warn about possible permission violations.  

At a higher level, perspective-centric 
architectures present a number of interesting 
challenges, like monitoring and convergence 
mechanisms, and adapting the consumer-space 
social recommendation mechanisms to application 
elements in a business environment. 

8 RELATED WORK 

We consider the work presented in this paper a novel 
combination of existing approaches. Shadow 
applications are a widely known but widely accepted 
problem. They are frequently mentioned when 
studying information system agility (Desouza, 2007) 
or dissatisfaction with business applications (Hoyer 
and Stanoevska-Slabena, 2008), but not always 
considered as a problem (Handel and Poltrock, 
2010). 

Situational applications are enterprise 
applications built on-the-fly by business units to 

solve a specific business problem (Markl et al., 
2008), and can be considered a superset of shadow 
applications. Situational applications have attracted 
recent interest from enterprise mashup researchers 
(Hoyer and Fischer, 2008) who aim at allowing end 
users to integrate and combine services, data and 
other content (Bitzer and Schumann, 2009) to bridge 
the IT/business gap. Mashups can be interpreted as 
an evolution of service-oriented architectures (Watt, 
2007), which expose business functionality as 
standard and composable services. 

Mashups are part of the broader topic of end-user 
development (Nestler, 2008); (Sutcliffe, 2005), 
which advocates the empowerment of end-users to 
implement their own specific requirements, and has 
intensively studied spreadsheets (Nardi and Miller, 
1990); (Spahn and Wulf, 2009) and more recently 
collaborative and social aspects in enterprise settings 
(Ahmadi et al., 2009). 

Model-Driven Engineering (Schmidt, 2006) 
elevates the level of abstraction at which software is 
developed, turning models into central and 
productive artifacts, with a specific models@runtime 
branch focusing on model interpretation. The 
Software Language Engineering (Kleppe, 2008) and 
Domain-Specific Languages (Fowler, 2010a) 
domains, related to MDE by the heavy reliance on 
meta-models, focus on domain expert involvement 
in software development and configuration through 
specific textual representations. 

The Component-Based Software Engineering 
(McIlroy, 1968) community is actively researching 
robust dynamic systems, where components can 
appear and disappear during execution. It provides 
foundation concepts and technologies for making a 
social application cope with dynamic elements and 
services of variable reliability. 

Linked Data (Bizer, Heath, and Berners-Lee, 
2009) integrates distributed, loosely coupled and 
independently managed repositories of persistent 
entities, but targets an internet-wide database and 
mostly-read access. 

Social Software Engineering focuses on the 
understanding of the human and social aspects of 
software engineering. It covers both the social 
aspects in the software engineering process and the 
engineering of social software (Ahmadi et al., 2008). 
In the Requirements Engineering domain, Lohmann 
et al. (2009) propose to apply social mechanisms 
like voting and commenting. Studies on ViewPoints 
(Sabetzadeh et al., 2010) have focused on capturing 
divergent concerns but aim at reconciling these at 
the specification and design level. 

The tailoring of enterprise systems, from simple 
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configuration to the modification of commercial 
code, is a topic of sufficient complexity for (Brehm 
et al., 2001) to propose a typology. Recent interest in 
cloud computing has yielded research in multi-
tenancy (Jansen et al., 2010), a way to configure the 
same software installation for various isolated 
organizations. 

9 CONCLUSIONS 

In this paper we have presented an alternative 
architecture for business applications designed to 
reduce shadow application proliferation. We have 
described the main characteristics of shadow 
applications, the causes of their emergence, and have 
proposed an architecture principle to defuse this 
phenomenon based on an isolation mechanism we 
call perspectives. We have presented our prototype, 
our first results on real-life use cases and the 
encouraging feedback it has received. 

We have discussed our broader vision of a social 
information system leveraging the collective 
intelligence of an organization’s employees, and the 
possibility of democratic evolution through the use 
of social mechanisms. 

We have no silver bullet claim, rather a 
potentially interesting paradigm worth exploring. 
We have no revolution claim either, merely an 
original combination of existing approaches and a 
generalization of business application configuration 
mechanisms. This is enabled by continuously 
growing processing power versus fairly stable core 
requirements of business applications, a better 
understanding of distributed systems, and recent 
social technologies. 
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Abstract: Decision support queries usually involve accessing enormous amount of data requiring significant retrieval 
time. Faster retrieval of query results can often save precious time for the decision maker. Pre-computation 
of materialised views and sampling are two ways of achieving significant speed up. However, drawing 
random samples for queries on range restricted attributes has two problems: small random samples may 
miss relevant records and drawing larger samples from disk can be inefficient due to the large number of 
disk accesses required. In this paper, we propose an efficient indexing scheme for quickly drawing relevant 
samples for data warehouse queries as well as propose the concepts of database and sample relevancy ratios. 
We describe a method for estimating query results for range restricted queries using this index and 
experimentally evaluate the scheme using a relatively large real dataset. Further, we compute the confidence 
intervals for the estimates to investigate whether the results can be guaranteed to be within the desired level 
of confidence. Our experiments on data from a retail data warehouse show promising results. We also report 
the levels of accuracy achieved for various types of aggregate queries and relate them to the database 
relevancy ratios of the queries. 

1 INTRODUCTION 

Analytical queries containing aggregate functions 
such as sum and average on a data warehouse are 
used to gain a good sense of the business situation 
and to support business decisions. Most often we 
require timely retrieval of query results with an 
acceptable level of accuracy rather than absolute 
precision, and so approximate results within certain 
limits of accuracy will be acceptable to the user. Pre-
computation with materialized views and sampling 
are two ways to handle such queries. However, it is 
impractical to maintain a large number of 
materialized views for all possible combinations of 
information retrieval (Hellerstein et al., 1997). In 
contrast, sampling can provide faster results that are 
accurate within given assured confidence levels. 

The main motivation for use of sampling in 
processing queries on a large database or a data 
warehouse is to save time and resources. Even 
though random sampling is both efficient and 
effective as an approximation method, its use for 
database querying has attracted significant research 

interest only recently (Li et al, 2008); (Joshi and 
Jermaine, 2008); (Jin et al., 2006). Sampling has 
also been shown to be effective for aggregate 
queries (Hellerstein et al., 1997); (Jermaine, 2007; 
(Jin et al., 2006); (Jermaine, 2003); (Bernadino et 
al., 2002); (Speigel and Polyzotis, 2009; Jermaine et 
al., 2004). As sampling data may not be fully 
representative of the entire data in a data warehouse, 
it is desirable to return both the query result and the 
confidence intervals that indicate the reliability of 
the results (Li et al, 2008).  

A significant problem with random sampling for 
database queries from a database on stored disk is 
that picking records at random requires almost the 
same amount of I/O as processing the query over the 
whole database (Olken and Rotem, 1990). To keep 
down the cost of sampling based query processing, a 
more efficient method of drawing samples is needed. 
Another problem is that a random sample drawn 
from a very large dataset may not contain relevant 
records that satisfy the range restrictions of a given 
query. To deal with this problem, we require a 
sampling scheme that will include in the sample 
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records satisfying the query predicates.  
Joshi and Jermaine (2008) introduced the ACE 

Tree which is a binary tree index structure for 
efficiently drawing samples for processing database 
queries. They demonstrated the effectiveness of this 
structure for single and two attribute database 
queries, but did not deal with multi-attribute 
aggregate queries. For extending the ACE Tree to k 
key attributes, Joshi and Jermaine proposed binary 
splitting of one attribute range after another at 
consecutive levels of the binary tree starting from 
the root; from level k+1, the process is repeated with 
each attribute in the same sequence as before. This 
process could lead to an index tree of very large 
height for a data warehouse even if only a relatively 
small number of attributes are considered. 

Li et al. (2008) proposed a sampling cube 
framework for answering analytical queries on a 
data warehouse which calculates confidence 
intervals for any multidimensional query. The 
sampling cube is constructed from a random sample 
of the data warehouse. After building the sampling 
cube, there is no further access to the original data 
records should a query require a different sample 
from the one already drawn. If a query has too few 
sample records in the sampling cube, they expand 
the query to gather more sample records from the 
sampling cube itself in an attempt to improve the 
quality of the query result. 

In this paper, we propose the k-MDI Tree which 
extends the ACE Tree structure to deal with multi-
dimensional data warehouse queries. Unlike the 
ACE Tree, the k-MDI tree allows non-binary splits 
of data ranges for key values that do not split evenly 
into 2n distinct ranges. The number of levels in the k-
MDI tree can be limited to the number of key 
attributes. The shallow tree structure resulting from 
multi-way branching also facilitates quicker retrieval 
of leaf nodes from disk storage. Unlike the sampling 
cube of Li et al. (2008), new samples that contain 
relevant records are drawn for each query. These 
records can be considered as drawn from a subset of 
the data warehouse that satisfies the query 
predicates. In estimating the query results, we take 
into account the proportion of relevant records for 
the query in the whole data warehouse. The 
sampling and estimation methods are evaluated 
experimentally using a real life data set.   

The rest of the paper is organized as follows:  In 
Section 2, we define some relevant terms and briefly 
describe the ACE Tree structure. In Section 3, our k-
way multi-dimensional (k-MDI) indexing structure 
is described in detail. We also introduce the concept 
of relevancy ratios, both for the database and a 

specific sample. Section 4 reports the experimental 
results that evaluate the efficacy of our scheme. 
Section 5 is the conclusion of the paper. 

2 TERMS, DEFINITIONS AND 
ACE TREE STRUCTURE 

In this section, we define some terms pertaining to 
data warehousing, define confidence interval and 
then review briefly the ACE Tree structure (Joshi 
and Jermaine, 2008) that has preceded the k-MDI 
tree we propose in Section 3.  

2.1 Dimensions and Measure 

To support decision support queries, data is usually 
structured in large databases called data warehouses. 
Typically, data warehouses are relational databases 
with a large table in the middle called the fact table 
connected to other tables called dimensions. For 
example, consider the fact table Sales shown as 
Table 1. A dimension table Store linked to StoreNo 
in this fact table will contain more information on 
each of the stores such as store name, location, state, 
and country (Kimball and Moss, 2002). Other 
dimension tables could exist for items and date. The 
remaining attributes like quantity and amount are 
typically, but not necessarily, numerical and are 
termed measures. A typical decision support query 
aggregates a measure using functions such as Sum(), 
Avg() or Count().  The fact table Sales along with all 
its dimension tables form a star schema. 

Table 1: Fact table Sales. 

  
SALES 

  

Store
No 

Date Item Quantity Amount 

  21 12-Jan-11 iPad     223 123,455 
  21 12-Jan-11 PC       20   24,800 
  24 11-Jan-11 iMac       11     9,990 
  77 25-Jan-11 PC       10   12,600 

 
In decision support queries a measure is of 

interest for calculation of averages, totals and 
counts. For example, a sales manager may like to 
know the total sales quantity and amount for certain 
item(s) in a certain period of time for a particular 
store or even all (or some) stores in a region. This 
may then allow her to make decisions to order more 
or less stocks as appropriate at a point in time. 
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2.2 Confidence Interval 

When estimating with samples we indicate the 
reliability of the estimate by its confidence interval. 
Consider a sample of records x with the mean of the 
sample denoted by ̅ݔ, and the size of the sample n. 
For a desired confidence level (e.g. 95%) the 
confidence interval estimator of the population mean µ is given by: ̅ݔ – tα/2	 ௦√୬	 ,   ̅ݔ + tα/2	 ௦√୬ 

where tα/2	 is the critical t-value and s the standard 
deviation of the sample (Keller, 2009). 

2.3 ACE Tree Structure 

The ACE Tree is a balanced binary tree where the 
leaf nodes contain the randomized samples of key 
values and the internal nodes above them are the 
index nodes. Each internal node contains a range R 
of key values, a key value k that splits R into left and 
right sub-trees, pointers to the left and right branch 
(child) nodes, and counts of database records falling 
in the left and right sub-trees. Figure 1 shows the 
structure of an example ACE Tree. The root node I1,1 
with its range I1,1.R labeled as [0-64] signifies the 
key value range of the whole data set. The key of the 
root node partitions the range I1,1.R into I2,1.R = [0-
32] and I2,2.R = [33-64]. This partitioning of ranges 
is propagated down the tree among the descendants 
of respective nodes. The ranges associated with a 
section of a leaf node are determined by the ranges 
associated with each internal node on the path from 
the root node to the leaf. If we look at the path from 
I1,1 i.e. the root node down to the leaf node L4, we 
come across the following ranges 0-64, 0-32 and 17-
24. A leaf node is partitioned into sections (S1, S2, 
…), their number depending on the number of 
dimensions indexed.  Thus, the first section L4.S1 has 
a random sample of records in the range 0-64; L4.S2 
has them in the range 0-32; L4.S3 in the range 17-32 
and L4.S4 in the range 25-32. The size of each leaf is 
chosen as the number of records that can be stored in 
a disk block and so the number of leaf nodes 
depends on the size of the database which also 
determines the height of the index tree itself.  

2.4 Sampling for a Query using the 
ACE Tree 

Referring to Figure 1, consider a query Q with a 
range of [28-38]. The query execution algorithm 
proceeds by traversing down I1,1, the root node. Both 
I2,1.R  and I2,2.R overlaps with Q.  

 
Figure 1:  Structure of the ACE Tree. 

A level down from I2,1, only I3,2.R, overlaps with 
Q. Traversing down to the leaf nodes, the algorithm 
finds the right leaf node’s range [25-32] overlaps 
with Q and so retrieves records from L4. The 
relevant records in the query’s range are returned for 
the sample which includes record 28 from L4.S2, 
record 30 from L4.S3 and records 29 and 31 from 
L4.S4. Next, the algorithm traverses down the right 
node I2,2 below the root to the leaf node L5 and 
retrieves all relevant records from all sections of L5 
to the pool of sample records. 

2.5 Extended ACE Tree for Multiple 
Dimensions 

Joshi and Jermaine (2008) proposed extending the 
ACE Tree from a single dimension to multiple 
dimensions as follows: Given key attributes 
(dimensions), a1, ..., ak, split the range of values for 
a1 into two sub trees of approximately equal number 
of keys below the root (level 1); for each node at 
level 2, similarly perform a binary split of the range 
of key values for a2 and so on up to level k for 
attribute ak. Then at level k+1, split the attribute 
values of a1 again followed by a2, etc. at further 
lower levels.  

In real life data, a dimension’s values may not 
split evenly into 2n distinct ranges. For example, if a 
dimension has an odd number of key values, say - 
k1, k2 and k3, with cardinalities of 30000 each; then, 
we cannot split them evenly into 2 distinct ranges 
but we can do so into 3. The height of the tree will 
be very large even for a moderate sized data 
warehouse with a relatively small number of 
dimensions. 
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3 MULTIDIMENSIONAL 
INDEXING 

We propose the k-MDI tree which extends the ACE 
Tree index for multiple dimensions while 
overcoming the limitations of the ACE Tree 
discussed in Section 2.5. The height of the k-MDI 
tree is limited to the number of key attributes. As a 
multi-way tree index, it is relatively shallow even for 
a large number of key value ranges and so requires 
only a small number of disk accesses to traverse 
from the root to the leaf nodes. 

3.1 k-ary Multidimensional Index 
(k-MDI) 

The k-ary multi-dimensional index tree (k-MDI tree) 
is a k-ary balanced tree as described below: 

1. The root node of a k-MDI tree corresponds to the 
first attribute (dimension) in the index. 
2. The root points to k1 (k1 ≤ k) index nodes at level 
2, with each node corresponding to one of the k1 
splits of the ranges for attribute a1. 
3. Each of the nodes at level 2, in turn, points to up 
to k2 (k2 ≤ k) index nodes at level 3 corresponding to 
k2 splits of the ranges of values of attribute a2; 
similarly for nodes at levels 3 to h, corresponding to 
attributes a3,..., ah. 
4. At level h, each of up to kh-1 nodes points to up to 
kh (kh ≤ k) leaf nodes that store data records. 
5. Each leaf node has h+1 sections; for sections 1 to 
h, each section i contains random subset of records 
in the key range of the node i in the path from the 
root to the level h above the leaf; section h+1 
contains a random subset of records with keys in the 
specific range for the given leaf. 
Thus, the dataset is divided into a maximum of kh 
leaf nodes with each leaf node, in turn, consisting of 
h+1 sections and each section containing a random 
subset of records. The total number of leaf nodes 
depends on the total number of records in the dataset 
and the size of a leaf node (which may be chosen as 
equal to the disk block size or another suitable size). 
More details on leaf nodes and sections are given in 
Section 3.3. In real data sets, the number of range 
splits at different nodes of a given level i need not be 
the same. For convenience, the number of splits at 
all levels are kept as k in Figure 2 that shows the 
structure of the general scheme for k-MDI multilevel 
index tree of attributes A1, A2, …, Ah with k ranges 
(R11, R12, …, R1k), (R21, R22, …, R2k ), … (Rh1, Rh2, …, 
Rhk) respectively at levels (1, …,h).  

An example of the k-MDI tree is shown in Figure 
3 from a store chain dataset with three dimensions – 
store, date sold and item number. The number of 
range splits and hence branches from non-leaf nodes 
vary between 2 and 4 in this example.  

3.2 Leaf Nodes 

Similar to the ACE tree structure, the lowest level 
nodes of a k-MDI tree point to leaf nodes containing 
data records. The data records are stored in h+1 
sections, where h is the height of the tree. Section S1 
of every leaf node is drawn from the entire database 
with no range restriction on the attribute values. 
Each section Si (2 ≤ i ≤ h+1) in a leaf node L is 
restricted on the range of key values by the same 
restrictions that apply to the corresponding sub-path 
along the path from the root to L. Thus for section 
S2, the restrictions are the same as on the branch to 
the node at level 2 along the path from the root to L 
and so on.  

Figure 3 shows an example leaf node projected 
from the sample k-MDI tree. The sections are 
indicated above the node with attribute ranges for 
each section below the node. The circled numbers in 
each section indicate record numbers that are 
randomly placed in the section. The range 
restrictions on the records are indicated below each 
section, where the first section S1 has records drawn 
from the entire range of the database. Thus, it can 
contain records uniformly sampled from the whole 
dataset.  The next section S2 has restriction on the 
first dimension viz. store (for leaf node L7 this range 
is store numbers 1-16).  The third section S3 has 
restrictions on both first and second dimensions viz. 
store and date.  While the last section S4 has 
restrictions on all the three dimensions – store, date 
and item. 

The scheme for selection of records into various 
leaf nodes and sections is explained in detail in the 
following section.  

3.3 Building the k-MDI Tree 

The purpose of the k-MDI tree is to quickly retrieve 
relevant random samples of records for processing 
data warehouse queries. The records in the sample 
are obtained from leaf nodes by traversing the index 
from the root. The k-MDI Tree is built in the 
following three steps:  
1. First, the dataset records are sorted by the first 
key attribute a1 as the major field, followed by the 
second attribute a2 and so on until the last attribute 
ah.  
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2. The next step is to find the split points of key 
attribute values in the index tree at the levels 1 to h 
so that the number of records of the dataset that fall 
under each sub-tree rooted at levels 2 to h is 
approximately equal. The k1-1 split points at level 1 
are chosen such that the total number of records in 
the dataset are split into k1 approximately equal 
parts; the records falling under each of the nodes at 
level 2 are split into k2 approximately equal parts, 
and so on until the records falling under each of the 
nodes at level h split into kh approximately equal 
parts. The number of splits at all the levels in the 
index should be such that the number of leaf nodes 
are equal to a pre-computed number based on the 
total number of records in the dataset and the size of 
each leaf node (which could be chosen as the disk 
block size as in the case of the ACE Tree or some 
other suitable size).  
3. Next, a random number between 1 and h+1 is 
assigned to each data record as its section number. 
Depending on the section number and its composite 
key value, the record is assigned to a leaf node as 
follows: If the section number is 1, the record is 
assigned randomly to any one of the leaf nodes in 
the tree; if the section number is i (2≤i≤h), starting 
from the root of the index tree, we locate the root of 
a sub-tree at level i in which the key of the record 
falls and assign the record randomly to section i of 
any of the leaf nodes in that sub-tree;  
if the record’s section number is h+1, it is assigned 
to the specific leaf node where the record’s key 
value belongs. When all the records have been thus 
assigned section and leaf node numbers, the dataset 
is re-organised with records sorted according to their 

leaf node and section numbers. 

3.4 Using the k-MDI Tree for Data 
Warehouse Queries 

By using a k-MDI tree index, we can draw stratified 
samples for data warehousing queries from restricted 
ranges of key values. In this section, we first 
introduce two measures that are useful for the 
estimation of query results using such samples. The 
database relevancy ratio (DRR) of a query Q, 
denoted by ρ(Q) is the ratio of the number of records 
in a dataset D that satisfies the query conditions to 
the total number of records in D.  For a query with 
no condition, ρ(Q) is 1. Similarly, the sample 
relevancy ratio (SRR) of a query Q for a sample set 
S, denoted by ρ(Q, S) is defined as the ratio of the 
number of records in S that satisfy a given query Q 
to the total number of records in S. 

In a true random sample of records, the SRR for 
a query Q is expected to be equal to its DRR, i.e., 
E(ρ(Q, S) ) = ρ(Q).  A sample with ρ(Q, S) > ρ(Q) is 
likely to give a better estimate of the mean than a 
true random sample. However, for the sum of a 
column, the sample needs to be representative of the 
population, i.e., ρ(Q, S) should be close to ρ(Q). 

Consider the following formula for estimating 
the sum (Berenson and Levine, 1992): ܶ = ̂ܰ തܺ , 
where N is the cardinality of the population, ̂ the 
estimated proportion of records satisfying the query 
conditions and തܺ the mean of records in the sample 
satisfying the query condition.  In order to estimate 
the mean we can use all relevant sampled records 
from all sections of the retrieved leaf nodes, but to 
estimate the sum we can use sampled records

 
Figure 2: General structure of the k-MDI tree – A1, A2, …, Ah are h attributes and Rij the i-th attribute’s j-th range high 
water mark (HWM). 

A1 A2 . . .             Ah
R11       R12      . . .       R1k

Leaf nodes

. . .

Index tree

A1 A2 ...  Ah-1        Ah  
R11      R21          Rh-1 1   Rh1 Rh2 … Rhk     

A1 A2 ... Ah
R11      R21 R22   …  R2k 

A1 A2 ... Ah
R12      R21 R22   …  R2k 

A1 A2 ... Ah
R1k      R21 R22   …  R2k 

... ... .... . .
.
.

.

.
.
.

. . .
A1 A2 ...  Ah-1        Ah  
R11      R21          Rh-1 2   Rh1 Rh2 … Rhk     

. . .

A1 A2 ...  Ah-1        Ah  
R1k      R2k          Rh-1 k  Rh1 Rh2 … Rhk     

...
...

... ... . . . ...

Level 1-Dim A1

Level 2-Dim A2

Level h-Dim Ah

.

.
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only from section S1, which is the only section with 
records drawn randomly from the entire dataset. For 
estimating the sum for a query with conditions on 
some of the indexed dimensions we use appropriate 
sections of the retrieved leaf nodes to get a better 
estimate of the mean; the records from section S1 are 
also used to get a fair estimation of the proportion 
records that satisfy the query conditions.  

3.5 Effect of Sectioning on Relevancy 
Ratio 

As discussed earlier, sections S1 to Sh+1 of each leaf 
node contain random collections of records with the 
difference that S1 contains records from the entire 
dataset while other sections contain random records 
from restricted ranges of the key attributes. Consider 
a query with the same range restrictions on all three 
dimensions (store, date and item) as section L7.S4 in 
Figure 3. We are then likely to get more relevant 
records in the sample from the second section L7.S2 
than from S1 since records of S2 have restrictions on 
the first dimension of store that matches the query 
condition. Records in S3 will have restrictions on 
both store and date dimensions that match that of the 
query and so are likely to contain more relevant 
records than in S2. All records in section L7.S4 will 
satisfy the query since the range restrictions on S4 
exactly match the query. Mathematically, for a query 
Q having restrictions as mentioned above: 

ρ(Q) = E(ρ(Q, L7.S1)) ≤ E(ρ(Q, L7.S2)) 

≤ E(ρ(Q, L7.S3)) ≤ E(ρ(Q, L7.S4)) 

Using this property of the k-MDI tree, it is possible 
to quickly increase the size of a sample that is too 
small, by including more records from other sections 
of the retrieved leaf nodes. 

3.6 Record Retrieval to Process a 
Query  

The objective of using the k-MDI tree is to retrieve a 
significant number of relevant records (i.e. records 
that satisfy the query conditions) in the sample 
drawn for processing a given query. The query 
conditions may span sections of one or more leaf 
nodes which can be reached from index nodes that 
straddle more than one range of attribute values. 
These leaf nodes can be accessed by traversing the 
tree from the root using the attribute value ranges in 
the query conditions and sections from multiple leaf 
nodes can be combined to form the sample. 

We describe the retrieval process using an 
example query on the sample database of Figure 4. 

Consider a query Q0 about sales in store 12 for date 
range 1-13 and item range 12M-20M.  The retrieval 
algorithm finds the sections of leaf nodes for this 
query as follows: 
1. Search index level 1 to locate the relevant store 
range. Store 12 is in the left most range of 1-16. 
2. Traverse down to index level 2 (date), indicated 
by a dashed arrow in Figure 4, along the first store 
range. Since there is a condition on date (1-13), 
compare the HWMs (high water marks) of the three 
ranges and find that it fits into two date ranges viz. 
the first and the second. Make a note of these date 
ranges. 
3. Traverse down using the first date range to the 
next index level which has item ranges.  Since there 
is a condition on item numbers (12M-20M), 
compare this range with HWMs and find that it fits 
into two ranges viz. the third and the fourth.  Make a 
note of these item ranges. 
4. Traverse down using the third item range to 
relevant leaf pages and make a note of them.   
5. Iterate step 4, except this time using the fourth 
item range. 
6. Next, repeat the above three steps i.e. steps 3 
through 5; but this time using the second date range 
instead. 
7. Now retrieve records from the relevant sections 
in the four leaf nodes (viz. L3, L4, L7 and L8) to form 
a sample for the given query. 

3.7 Estimating Query Results from 
Samples 

In decision support queries on large databases, the 
most common estimation performed is either of the 
mean or the sum of a column measure (Jin et al., 
2006). We maintain a table representing a histogram 
of record counts for each leaf node and its sections. 
It is used to estimate the number the leaf nodes 
required to have adequate number of samples. The 
following steps outline our method of estimating the 
mean, sum, standard deviation and the confidence 
intervals: 
1. Draw a sample set L of leaf nodes as described in 
Section 3.6 for the given sampling rate.   
2. The following parameters are computed: 

a. Sample size – n 
b. Count of sampled records satisfying the 
query condition – m 
c. Count of records in all sampled S1 sections of L 
– n′ 
d. Count of  records in all sampled S1 sections of 
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Figure 3: A leaf node (changes in range values for attributes are indicated in bold). 

 
Figure 4: Navigation down index tree nodes for conditions on three dimensions. 

L satisfying the query condition – m′ 
e. Sum of attribute (variable) value of all m 
records – sum 

f. Sum of squares of attribute value of the all 
abovementioned  m′ records – ݍܵ݉ݑݏ′  
g. The average sum of squares - Z  = 	௦௨ௌᇱ́  
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3. Estimating the sum, average, variance and C.I. 
limits (Chaudhuri and Mukherjee, 1985):  

a. Estimate of the number of records M that 
satisfy the query condition in the population 
(given the cardinality of the dataset N) 

ܯ  =  

b. Estimate of Average 		̅ݔ   =  
c. Estimate of Sum   ܶ =  ݔ̅ܯ
d. Estimate of variance of Average  v(ݔത) 

 
e. Confidence interval lower limit 

 
f. Confidence interval upper limit 

 

4 EXPERIMENTAL RESULTS 

To evaluate the effectiveness of our sampling 
technique based on the k-MDI tree, we performed 
experiments on real life supermarket retail sales data 
(TUN, 2011) for a month from 150 outlets.  The data 
warehouse is structured as a star schema shown in 
Figure 5, with the fact table (itemscan) consisting of 
over 21 million rows and three dimension tables viz. 
storeInfo, itemDesc and storeMemberVisits. TPC-H 
queries (TPC Benchmarks, 2011) with suitable 
modifications for this sample data warehouse were 
used in the experiments.  Most of the TPC-H queries 
involve SQL aggregate functions of sum(), avg() or 
count(). A few include min() and max() which are 
not easily calculated by sampling (Joshi, 2008; 
Hellerstein et al., 1997). So, we investigated only 
sum, avg and count in our experiments. The index 
tree structure was simulated using the Oracle 
DBMS. We clustered the fact table on leaf and 
section number to maintain the records in that 
sequence. This organisation supported the 
simulation of both the storage and retrieval of 
records for the experiments. 

A set of three queries were used containing the 
SQL functions – avg(), sum(), count() with varying 
database relevancy ratios (DRR). The queries were 
of the form: 

Select  Avg(totscanAmt), Sum(totscanAmt),  
  Count(*) 

  From  itemscan, storeinfo, itemdesc 

  Where  storeno between s1 and s2 

 And itemscan.storeno=storeinfo.storeno   

 And itemscan.itemno=itemdesc.itemno   

And datesold between d1 and d2 

And itemno between i1 and i2; 
 

The DDR value was set high or low for the queries 
by choosing a given proportion of the dimension 
range for the query. For example, assuming a 
uniform distribution of values for a dimension in the 
database, we can get a DRR of approximately 0.33 
on a single dimension query, by picking a third of 
the dimension range. However, in practice we 
empirically varied the dimension ranges in the 
queries to get the desired DRR values. 

The first test query had a condition on a single 
dimension and a high DRR value of 0.37; the second 
query had a lower DRR (0.05) with conditions on 
two dimensions; and the third query had a very low 
DRR (0.002) with conditions on all three 
dimensions. The relevance of DRR in estimating the 
query results may be seen from the query result 
estimation process of Section 3.7. In step 3a, the 
count ܯ  directly depends upon the DRR, which is 
the statistical proportion p whose estimate is given 
by ᇲିᇲି . In step 3c, the estimation of sum depends 
on the count ܯ  and thereby on p.  

We conducted the experiments using several 
random samples at sampling rates of (1% - 12%) and 
the results were averaged for each sampling rate.  
The error for the three aggregate functions viz. avg, 
sum and count were computed as the absolute value 
of the difference between estimated and actual 
values for the whole database. Figure 6 shows the 
results with error rates for both average (mean) of 
totscanamt column, sum of totscanamt and count for 
the different database relevancy ratios mentioned 
above. 

There are two graphs for each level of DRR. 
Figure 6a shows the error rates for the average, the 
sum of scan amount and count for high DRR. Figure 
6b shows the confidence intervals (lower and upper 
limits) for the average amount for high DRR. Figure 
6b also shows the estimated and actual values of the 
average scan amount. Figures 6c and 6d show 
similar information as above for the low value of 
DRR; Figures 6e and 6f show similar information 
for very low DRR. 

It is seen that for the high DRR query with ρ(Q1) 
= 0.37, the error rates for the count, average and the 
sum of the total scan amount stabilize as the 
sampling rate is increased. The estimates are close
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Figure 5: The schema for experimental retail sales data warehouse. 

to the actual values for the lowest to the highest 
sampling rates used and the true value of average is 
always within the estimated confidence interval. For 
the medium DRR query with ρ(Q1) = 0.05, we still 
get error rates below the normally acceptable rate of 
5%. For query with very low DRR of ρ(Q1) = 0.002, 
the error rates for the average scan amount, for all 
but 1% sampling rate, are below 5% and the true 
values within the C.I. limits. But the error rates for 
the estimated sum of scan amount and count of 
records are not below the acceptable limit at any 
sampling rate used for the very low DRR query. 
Thus, we cannot satisfactorily estimate the sum and 
the count for low values of DRR, while for medium 
to high values of DRR the estimations of both the 
sum and average are within acceptable error limits. 
Also, it’s observed from the graphs that there is an 
apparent close correlation between the estimates of 
sum and count. 
Time Improvement – Figure 7 shows the average 
time for processing the queries at various sampling 
rates and also the average time for processing these 
queries on the full database. It is seen that there is a 
significant time improvement from using the 
sampling scheme. 

5 CONCLUSIONS 

In this paper, we proposed the k-MDI tree 
indexwhich can be used to draw samples quickly for 

answering multi-dimensional aggregate queries from 
a data warehouse. The k-MDI tree extends the ACE 
binary tree as a multi-way tree index. The maximum 
number of levels of the k-MDI index is limited to the 
number of key attributes and so makes the access to 
the leaf nodes much quicker compared to a binary 
tree index on external storage. 

We also proposed the concepts of database 
relevancy ratio (DRR) and sample relevancy ratio 
(SRR) for queries. We investigated the effect of the 
DRR on the accuracy of query results estimated 
from samples drawn using the k-MDI index. From 
the experimental evaluation of the sampling scheme 
on a large real dataset, it is found that even at 
relatively low sampling rates of 1% to 12 %, query 
results can be estimated accurately with a minimum 
of 95% confidence for queries with medium to high 
DRR. At a very low DRR of 0.002, the estimated 
values of sum and count fell outside the acceptable 
confidence level of 95%, but the estimated mean 
was within the 95% confidence interval even at very 
low DRR. Depending on the sampling rate, the 
sampling based query processing was on average 9 
to 30 times faster than processing the same queries 
against the whole dataset.  

As future work, it is proposed to develop a 
generic tool that can be used with some parameter 
inputs to set up the k-MDI tree index for any data 
warehouse schema. We also plan to further evaluate 
the sampling based estimation scheme on data 
warehouses with larger dimensions. 

ITEMSCAN 
 

storeno 
datesold 
itemno 
visitno 
qty 
totalScanAmt 
unitcost 
unitprice 

 

21,421,663 

ITEMDESC 
 
itemno                          
categoryno             
subcategoryno     
 primarydesc            
 secondarydesc      
 colour                        
 sizedesc                      
 statuscode               
  :                   

19,825 

STOREINFO 
  

storeno         
 storename   
 regionno      
 districtno     
 storetype     
 address        
   : 
 

150 

STOREMEMBERVISTS 
 
 memberno           
 visitno                
 storeno 
 memberstatuscode             
   : 
      

218,872 
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(a) Error rates for query with condition on one dimension (high 
relevancy ratio). 

(b) Confidence interval (AVG amt) for query with condition on 
one dimension (high DRR). 

 
(c) Error rates for query with condition on two dimensions 
(medium relevancy ratio). 

(d) Confidence interval (AVG amt) for query with condition on 
two dimensions (medium DRR). 

 
(e) Error rates for query with condition on three dimensions (low 
relevancy ratio). 

(f) Confidence interval for query with condition on three 
dimensions (low DRR). 

Figure 6: Error rates of average scan amount and sum of scan amount and confidence interval of average scan amount at 
various sampling rates for high, medium and low relevancy ratios. 
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Figure 7: Query times at different sampling rates as 
compared to full database scan. 
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Abstract: Data integration and knowledge capitalization combine data and information coming from different data
sources designed by different experts having different purposes. In this paper, we propose to assist the under-
lying model merging activity. For close models made by experts of various specialities, we partially automate
the identification of a Greatest Common Model (GCM) which is composed of the common concepts (core-
concepts) of the different models. Our methodology is based on Formal Concept Analysis which is a method
of data analysis based on lattice theory. A decision tree allows to semi-automatically classify concepts from
the concept lattices and assist the GCM extraction. We apply our approach on the EIS-Pesticide project, an en-
vironmental information system which aims at centralizing knowledge and information produced by different
specialized teams.

1 INTRODUCTION AND
PROBLEMATICS

Elaborating data models is a recurrent activity in
many projects in different domains, for various ob-
jectives: building dictionaries of the domain, design-
ing databases, developing software for this domain,
etc. Usually, such models of the domain are required
by several teams, dealing with different facets of the
domain, and potentially stemming from different sci-
entific domains. For example, in the IRSTEA insti-
tute (in which three of the authors work), the study of
pesticide impact on environment involves specialists
from different scientific domains: hydrology, agron-
omy, chemistry, etc.

Each specialist is able to model the part of the do-
main model it is familiar with, and finally, a consol-
idated domain model must be built gathering all the
specialized models. This gathering activity is com-
plex and generally carried out manually. Indeed, it re-
quires to detect the common domain-concepts mod-
eled in the various specialized models, so as to in-
tegrate them without redundancy in the consolidated
model named greatest common model (GCM). This

GCM is particularly useful to perform schema inte-
gration and knowledge capitalization.

In this paper, we address the issue of assisting
this gathering activity, in the context of domain data
models designed with UML class diagrams through
the automated detection of common domain-concepts
(with two levels of confidence) possibly enriched with
new domain-concepts automatically extracted from
the previous ones. This approach is based on For-
mal Concept Analysis (FCA), which is an exact and
robust data analysis method based on lattice theory.
We use FCA to detect commonalities, redundancies
and introduce new abstractions, both inside the mod-
els taken individually (intra-model factorization), and
inside two distinct data models taken jointly (inter-
model factorization). The approach defined in this
paper deals with two models, but more generally, it
is able to identify the common domain-concepts of
several models in order to help the designer to cen-
tralize these common concepts into a unique consoli-
dated model (the GCM). This approach is under eval-
uation on a large project from the IRSTEA institute
called Environmental Information System for Pesti-
cides (EIS-Pesticides), in which two teams cooperate
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to build a domain data model. The transfer team is
specialized in the study of the pesticides transfer to
the rivers and the practice team, mainly works on the
agricultural practices of farmers.

The rest of the paper is structured as follows. In
Section 2 we introduce example models taken from
the EIS-Pesticides project. In Section 3, we draw the
main lines of our approach, and in Section 4, we pro-
vide a short introduction to Formal Concept Analysis
(FCA). In Section 5 we explain how FCA is used on
input models and how the resulting lattices are an-
alyzed so as to provide the final user clear recom-
mendations to build the greatest common model. In
Section 6, we present our produced greatest common
model of our example models and we apply our ap-
proach on a larger model to evaluate its scalability.
Section 7 presents the related work and Section 8 con-
cludes the paper.

2 RUNNING EXAMPLE: THE
TWO MODELS OF
MEASURING STATION

The Environmental Information System for Pesticides
(EIS-Pesticides) is a project (Pinet et al., 2010; Mi-
ralles et al., 2011) that has the objective to set up an
information system allowing to centralize knowledge
and information produced by Transfer and Practice
teams (see Section 1). We illustrate our approach on
a small subsystem representing part of the measuring
activity on the catchment area (drainage basin): mea-
suring stations monitor the major parameters involved
in the transfer of the pesticides to the rivers.

Figure 1 shows the two data models of the mea-
suring stations used in this study. They are pro-
duced by the two teams involved in the project.
As these two models are very close, we have or-
ganized them by grouping at the r.h.s of mea-
suring station (cl_MeasuringStation), the identical
domain-concepts (that also have the same relation-
ships). In this part of the model, the measured
data are associated to the corresponding measur-
ing device: the rainfall (cl_Rainfall) and the hy-
draulic head (cl_HydraulicHead) of the ground-
water table are continuously recorded respectively
by the rain gauge (cl_RainGauge) and by the
piezometer (cl_Piezometer). Each of these mea-
sures is dated (see property att_MeasuringDate).
On the l.h.s. of cl_MeasuringStation, the model
M1_MeasuringStation allows to record the data
measured by a weather station of Météo-France
(a french meteorological institute): temperature

(cl_Temperature), hygrometry (cl_Hygrometry) and
potential evapo-transpiration (cl_PET) of the short
green crops. These last domain-concepts are not in
the model M2_MeasuringStation which has on the
other hand a limnimeter (cl_Limnimeter) to measure
continuously the flow rate (cl_FlowRate) of rivers. A
technician is in charge to take samples in order to de-
termine in laboratory the amount of pesticides in the
water (cl_PesticideMeasurement). Finally, the wind
velocity (cl_WindMeasurement) is a parameter com-
ing from a weather station of Météo-France.

3 OVERVIEW OF THE
PROPOSED APPROACH

The main objective of our approach is to assist the
task of gathering two or more models independently
defined and thus potentially involving common con-
cepts. For that we extract from initial models their
Greatest Common Model (GCM). The term "greatest
common model" is chosen by analogy to the "greatest
common divisor (GCD)" in arithmetic; it is more pre-
cisely defined in the following. Roughly, it contains
all the common domain-concepts that are introduced
in all the studied models, in a normal1 (factorized)
form.

The proposed approach is illustrated in Figure 2.
The input is two (or more) models for a domain,
named M1 and M2. In a first time, the classes of the
input models are described by their owned character-
istics. Formal Concept Analysis (FCA) allows enti-
ties sharing characteristics to be grouped into formal-
concepts, and results in lattices providing a hierarchi-
cal view of those formal-concepts. We apply FCA
on several class descriptions, resulting in several lat-
tices. These lattices allow the identification of com-
mon concepts, specific concepts and eventually new
abstractions extracted from intra- or inter- model fac-
torization. For instance, if we describe classes by their
owned attributes, the resulting lattice (cf Figure 5)
extracts the r.h.s. common domain concepts of Fig-
ure 1. It also extracts new abstractions. Some new
abstractions are present both in M1 and M2 (e.g. a de-
vice concept factorizes commonalities of rain gauge,
and piezometer: inter-model factorization). Some
other extracted abstractions are present only in a same
model (e.g. a dated measurement concept factorizes
pesticide and wind measurements in M2: intra-model
factorization). For each lattice, we have two levels

1Here, we refer to the relational normal form used in
database schema normalization, which has the same objec-
tive: eliminate redundancies.
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att_CodeQuality : string
att_MeasuringDate : string
att_WaterAmount : realatt_CodeQuality : string

att_MeasuringDate : string
att_WaterHeight : real

att_TubeHeight  : real
att_DeviceNumber : integer
att_DeviceType : string

att_TubeDiameter : real
att_DeviceNumber : integer
att_DeviceType : string

att_Velocity : real
att_Date : string

att_Quantity : real
att_Date : string

att_MeasuringDate : string
att_WaterHeight : real

att_DeviceNumber : integer
att_DeviceType : string

att_AdministrativeInstitute : string
att_StationName : string

att_CodeQuality : string
att_MeasuringDate : string
att_WaterAmount : real

att_TubeHeight : real
att_DeviceNumber : integer
att_DeviceType : string

att_CodeQuality : string
att_MeasuringDate : string
att_WaterHeight : real

att_TubeDiameter : real
att_DeviceNumber : integer
att_DeviceType : string

att_Value : integer
att_MeasuringHour : string

att_Volume : integer
att_Weight : real
att_MeasuringDateHour : string

att_Value : integer
att_MeasuringHour : string

att_AdministrativeInstitute : string
att_StationName : string

Figure 1: The two data models of measuring station produced by the two teams.

of confidence for those domain-concepts: domain-
concepts which are very likely to be in the GCM, and
others that have to be precisely analyzed, validated
and named by the final expert. As we generate sev-
eral lattices, the expert in charge of integration needs
to follow a strategy for analyzing them. We propose
to order the obtained lattices following the semantic
hierarchy of the different factorization criteria. The
lattices are then analyzed, so as to categorize formal-
concepts and interpret them, if applicable, to form
domain-concepts.

The domain-concepts recognized by the experts
as being in the GCM are called the core domain-
concepts. In Figure 1, the domain-concepts to
the right of cl_MeasuringStation are certainly core
domain-concepts. The greatest common model
(GCM) is defined as the largest model factorizing the
core domain-concepts of several models.

4 A SHORT INTRODUCTION TO
FORMAL CONCEPT ANALYSIS

Formal Concept Analysis (FCA) (Ganter and Wille,
1999) is a method of data analysis based on lattice
theory (Birkhoff, 1940). It is used in many appli-

cations relative to classification including knowledge
structuring, information retrieval, association rule ex-
traction in the data mining domain, class model refac-
toring, or software analysis. FCA studies entities
described by their characteristics to discover formal-
concepts which are maximal groups of entities shar-
ing maximal groups of characteristics. A partial spe-
cialization order based on the entity set inclusion pro-
vides a lattice structure (the concept lattice).

A formal context K is a triple2 K = (E;C;R),
where E is the set of entities and C the set of char-
acteristics that describe these entities. R � E�C as-
sociates an entity with its characteristics: (e;c) 2 R
when entity e owns characteristic c. For example, Ta-
ble 1 shows the formal context of the sub-model high-
lighted in Figure 1 (limited to the four classes cl_PET,
cl_Temperature, cl_HydraulicHead and cl_Rainfall).
Classes (the entities) are described by the name of
their owned attributes (characteristics).

A formal-concept is a pair (Extent; Intent)
where Extent = fe 2 Ej8c 2 Intent;(e;c) 2 Rg and
Intent = fc 2 Cj8e 2 Extent;(e;c) 2 Rg. These
two sets represent the entities that own all the
characteristics (extent) and the characteristics shared

2In the literature, standard notation is K = (G;M; I). We
use K = (E;C;R) for readability reasons and to get a better
understanding toward our thematic partners.
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Figure 2: A schematic overview of our approach (applied
on one formal context).

Table 1: The formal context of the reduced model.
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cl_PET � �
cl_Temperature � �
cl_Rainfall � � �
cl_HydraulicHead � � �

by all entities (intent). The specialization or-
der between two formal concepts is given by
the following equivalence: (Extent_1; Intent_1) <
(Extent_2; Intent_2),Extent_1�Extent_2 (equiv-
alently Intent_2� Intent_1).

In a lattice, there is an ascending inheritance of en-
tities and a descending inheritance of characteristics.
The simplified intent of a formal concept is its intent
without the characteristics inherited from its super-
concept intents. The simplified extent is defined in

a similar way.
Nota: in this article, we distinguish simplified ex-

tent from extent. When it is not specified, we are talk-
ing about (complete) extent.

For readability reasons, all lattices presented in
this paper show simplified extents and intents.

Figure 3 shows the concept lattice built from
the formal context presented Table 1. Each formal-
concept is represented by a box in three parts: the
first contains the generated name of the formal-
concept, the second part contains its simplified in-
tent, and the last one contains its simplified ex-
tent. Let us consider Concept_17: it repre-
sents entities (classes) described by the characteris-
tic att_WaterHeight and by the characteristics inher-
ited from its super-concepts: att_MeasuringDate and
att_CodeQuality (from Concept_16).

Intent

Extent

Concept_13

att_MeasuringHour
att_Value

cl_PET
cl_Temperature

M

Concept_17

att_WaterHeight

cl_HydraulicHead

P

Concept_14 N

Concept_15

att_WaterAmount

cl_Rainfall

P

Concept_16

att_MeasuringDate
att_CodeQuality

N

Concept_12 N

Figure 3: Class/attribute name lattice: result of FCA on Ta-
ble 1.

In this work, we are interested in three categories
of formal-concepts that form a partition of the set of
formal-concepts:

Definition 1. Merged formal concepts have more
than one entity in their simplified extent. This means
that all entities in the extent are described by exactly
the same set of characteristics.

In Figure 3, Concept_13 is a merged formal con-
cept: cl_PET and cl_Temperature are (exactly) de-
scribed by both characteristics att_MeasuringHour
and att_Value.
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Definition 2. New formal concepts have an empty
simplified extent. These are new, more abstract, con-
cepts, factoring out characteristics common to several
formal-concepts.

In Figure 3, Concept_16 is a new formal concept,
factoring out characteristics of both Concept_15 and
Concept_17.
Definition 3. Perennial formal concepts have one and
only one entity in their simplified extent.

In Figure 3, both Concept_15 and Concept_17
are perennial. In this article, merged, new and peren-
nial formal concepts are respectively annotated, in the
figures, M, N and P at the right-top corner.

5 APPLYING FORMAL
CONCEPT ANALYSIS TO
EXTRACT CANDIDATES FOR
THE GREATEST COMMON
MODEL

In this section, we propose a methodology based on
two automatic steps that uses Formal Concept Analy-
sis (FCA) and an interactive step to extract the great-
est common model of two input models. Given two
models M1 and M2:
� We compute the lattices resulting from FCA ap-

plied to several formal contexts extracted from the
disjoint union of the two input models
M = M1�M2.

� The concepts of these lattices are analyzed thanks
to a decision tree based on the analysis of the con-
cept extent, and we obtain six concept lists (cate-
gories).

In the interactive step, these six lists are exploited to
assist the expert to build the greatest common model.
The next subsections precisely describe two auto-
matic steps.

5.1 Apply FCA on the Two Models

As explained in Section 4, formal contexts describe
entities by characteristics. Many different formal con-
texts can be extracted from a class model: it has to be
defined which model elements are chosen to be the
studied entities, and which features of those model
elements are chosen to be their studied characteris-
tics. Here we focus on three formal contexts extracted
from the disjoint union of input models M =M1�M2:
1. the formal context of classes described by their

name,

2. the formal context of classes described by their
attributes,

3. the formal context of classes described by their
attributes and by their roles.

Figure 4 presents the lattice obtained with the formal
context of classes described by their name (class/class
name lattice). This lattice groups in a concept the
set of classes sharing the same name. For exam-
ple, the merged concept Concept_1 represents the
set of classes (in extent) sharing the name (in intent)
cl_Piezometer. In other words, FCA merged in a sin-
gle concept classes that have a same name. Classes
that are not duplicated in the models M1 and M2 re-
main in a perennial concept, like the cl_PET class in
Concept_7. In inter-model factorization, the three
categories of concepts described in Section 4 exist:
the merged concept Concept_1 has more than one
entity in its simplified extent. In a similar way, the
perennial concept Concept_7 (cl_PET) has exactly
one element in its extent. Later we will see the case
where new formal concepts appear.

Figure 5 presents the lattice obtained with the for-
mal context of classes described by the names of
their owned attributes (class/attribute name lattice).
In this lattice, a formal concept thus is a group of
classes (extent) sharing a group of attribute names
(intent). The lattice contains new formal concepts
(simpli f ied extent = /0), e.g. Concept_47, that rep-
resents a new abstraction: things that are dated.

Figure 6 presents the lattice obtained with the for-
mal context of classes described by the names of their
owned attributes and roles (class/attribute-role name
lattice). UML associations are taken into account in
this lattice through those roles. For example, class
cl_FlowRate has attribute att_WaterHeight and role
ro_Station in association Water Height Information.
The new formal concept Concept_30 represents the
classes that are linked with a Station via the role
ro_Station. Class cl_FlowRate belongs to the extent
of this concept.

5.2 Analysis of the Lattices

In this section, we present the analysis of the lattices
using a decision tree to classify each concept. First,
the class/class name lattice must be analyzed. This
lattice allows the designer to group classes that have
a same name. Then, we analyze the class/attribute
name lattice that allows us to find attribute-based fac-
torizations. As we will see, the class/attribute-role
name lattice can be a considerable help to refine the
decisions about factorization.

For each formal concept Cok = (Ek; Ik), the com-
plete extent Ek has to be analyzed and the concept has
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Figure 4: The class/class name concept lattice.
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Figure 5: The class/attribute name concept lattice.

to be included in one of these lists:

� LGCM is the list of core-concepts that will be in-
cluded in the greatest common model.

� LpGCM is the list of potential (candidate) core-
concepts to be validated by an expert to be in the
greatest common model.

� LM1 and respectively LM2 are the lists of domain
concepts specific to M1 (resp. M2).

� LnM1 and respectively LnM2 are new domain con-
cepts specific to M1 (resp. M2), factorizing exist-
ing domain concepts. These domain concepts are
not intended to be in the greatest common model,
but they can be presented to experts to improve
the factorization of M1 (resp. M2).

Figure 7 presents the decision tree: we define CMi
(resp. CM j ) as the set of classes in the model Mi (resp.
M j), and the decision tree is designed for two mod-
els Mi and M j where i 6= j. As we apply FCA with
classes as entities (characteristics being class name,
attributes, and/or roles), the extent of a concept con-

tains only classes. For each concept, we first check if
the concept is a merged concept, a new concept or a
perennial concept (nodes 1, 8 and 12 in the decision
tree of Figure 7) as defined in Section 4.

Analysis of Merged Concepts: If the concept is a
merged concept, then three cases are possible: its ex-
tent contains elements from both models Mi and M j
(node 2), its extent contains only elements from Mi
(node 6), or its extent is empty (node 7).

If the concept extent contains elements from both
models, the cardinality of the intersection between
the extent and the set of model classes has to be
checked. In the first case, the extent contains only
one class from Mi and only one class from M j (node
3) like Concept_1 in the class/class name lattice, Fig-
ure 4. Then a corresponding domain concept should
be added in LGCM: it can be considered as a core-
concept – a domain concept common to both mod-
els. If the extent contains only one class from Mi
and several classes from M j (node 4), or several el-
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Figure 6: The class/attribute-role name concept lattice.

ements from both models (node 5), then it should be
put in the LpGCM list: it is a potential core-concept,
but an expert intervention is necessary. He or she can
choose to merge or factorize duplicated classes if they
are semantically closed, in a same model (intra-model
factorization), and relaunch the process to extract the
greatest common model. He or she can also consider
these classes as specific domain concepts and keep
them in the specific model.

If the merged concept contains only classes from
Mi (node 6), like the Concept_45 in the Figure 5, it
should be added to the LnMi list. Its extent contains
a group of elements coming from a same model and
that are described exactly by the same characteristics.
It can be presented to an expert to improve the model
Mi, but it is not a core-concept (they are in one model
only). In the case of Concept_45, FCA suggests to
merge the classes cl_PET (representing the Poten-
tial Evapo-Transpiration) and cl_Temperature. In this
special case, these two classes are semantically differ-
ent, and the expert do not want to factorize them, but
in other situations he could consider this factorization
to be interesting.

The node 7 describes concepts wherein the extent
does not contain classes from Mi and M j. This is
inconsistent: by definition, a merged concept extent
contains at least two elements (cf definition 1).

1

2

3

4

5

6

7

8

9

10

11

12

13

14

15

Figure 7: Decision tree.

Analysis of New Concepts: If the concept is a new
concept (cf. definition 2, node 8), and if its extent
contains elements from both models Mi and M j (node
9) then the concept has to be put in the LpGCM list: it is
a potential factorization of concepts defined in Mi and
M j, so it is potentially a core-concept. Experts have
to decide if this factorization is valid and if this new
concept has to be included in the greatest common
model. Concept_39 in Figure 5 is an example of this
type of concept. In our case study, the expert validates
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this concept to be a greatest common model concept.
If the new concept extent contains only classes

from one model, it can be added in the LnMi list
(node 10 in the decision tree). This concept corre-
sponds to an intra-model factorization. It is the case
of Concept_47, representing things that are dated in
M2. This kind of concept is not a core-concept and
should not be included in the greatest common model.
It can be presented to the Mi designer in order to raise
the quality of its model by a new factorization.

If the new concept extent (node 11 in the decision
tree) does not contain elements from M1 nor M2, this
means that this is the concept Bottom. Concept Bot-
tom is present in each lattice (concepts Concept_2,
Concept_37 and Concept_17). It represents ele-
ments that own all attributes and should not be used
in our re-engineering process. Instead, the top con-
cept can not be inferred only by extent analysis and it
may appear in each branch of the tree. Depending on
the configuration of the models analyzed, this concept
may be relevant and it is classified as other concepts.

Analysis of Perennial Concepts: Node 13 in the
decision tree describes perennial concepts that have in
their extent classes from Mi and M j, like Concept_35
in Figure 5. This means that there is a potential fac-
torization of Concept_36 and Concept_42, and this
factorization already exists, cl_Limnimeter in our ex-
ample. This kind of concept has to be presented to
the expert, it is thus added to the LpGCM list. In our
example, the designer can make cl_limnimeter be a
super-class of cl_piezometer and cl_Raingauge, but
this decision is not semantically valid: a piezome-
ter is not a limnimeter. An analysis of the lattice of
classes described by their attributes and role names
(Figure 6) shows that it is better to create a new super-
class (Concept_15) of data instrumentation, factor-
izing the three classes cl_limnimeter, cl_Piezometer
and cl_RainGauge. In this case, the lattice of classes
described by their attributes/roles names is useful to
help the designer to take a decision.

If the perennial concept extent contains only
classes from Mi (node 14) then it is a Mi domain
specific concept. This concept must be added to
LMi . For example, concepts Concept_7, Concept_8,
Concept_48, and Concept_46 are domain concepts
specific to Mi.

A perennial concept cannot have an empty extent
(node 15): the definition 3 specifies that a perennial
concept has one (and only one) element in its extent.

From both LGCM and LpGCM lists, the expert has
to select the core-concepts that will be included in the
GCM.

Our approach has been implemented as a profile in

a case tool. A component transforms the UML mod-
els into the different types of formal contexts which
are entries of FCA. Another component produces the
corresponding lattices. Finally, another component
generates the various lists of domain-concepts in ac-
cordance with the decision tree.

6 RESULTS

Figure 8 shows the model obtained by applying our
approach: the final greatest common model of the M1
and M2 models (Figure 1). This GCM reflects also
the interpretation and the validation by an expert of
the new concepts. We annotated classes by associ-
ated formal concepts that represent them in the lat-
tices (Figures 4, 5 and 6).

As expected, the same domain-concepts in
both models M1 and M2 are present in the
GCM: cl_MeasuringStation, cl_Piezometer,
cl_HydraulicHead, cl_RainGauge and cl_Rainfall.
They constitute the core-concepts of the GCM of
M1 and M2. So, they are automatically added in the
LGCM list.

Our approach proposes a list of possible factoriza-
tions of domain-concepts in the LpGCM list. The ex-
pert must validate the relevance of these concepts. In
this example, two new concepts have been considered
relevant. They are colored in figure 8.

The first corresponds to formal concepts
Concept_15 (Figure 6) and Concept_35 (Fig-
ure 5) in the lattices. They factorize attributes
att_DeviceType and att_DeviceNumber. This concept
has been validated by experts as a new cl_Device
class.

The second new concept corresponds to formal
concepts Concept_41 and Concept_21 in the lat-
tices. It factorizes both att_MeasuringDate and
att_CodeQuality attributes. Similarly to the first
new concept, experts validate this concept as a new
cl_Data class.

Table 2 quantifies for each formal context the
number of concepts in each list defined in the deci-
sion tree3.

In order to validate the scalability of our approach,
tests have been done on two versions of the com-
plete model from the EIS-pesticides project (about
125 classes). Table 3 gives the number of concepts
by list of the decision tree3.

With the class/class name and class/attribute name
lattices, experts have to analyze and to validate be-
tween 34 and 39 concepts present in the LpGCM list.

3In these tables, new and merged concepts must be still
validated by an expert.
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Figure 8: The greatest common model of M1 and M2 models (Figure 1).

Table 2: Result of our approach on the MeasuringStation model.

LGCM LpGCM LnM1 LnM2 LM1 LM2
class/class name 5 1 0 0 3 4
class/attribute name 5 5 1 1 1 2
class/attribute-role name 4 7 1 1 2 4

They can obtain more precision (with also more anal-
ysis work) with the class/attribute-role name lattice,
where 119 potential GCM concepts are proposed. We
are currently working to assist the expert in this anal-
ysis task (Osman Guedi et al., 2011). We can also de-
duce from these results that the two versions of pesti-
cide model are very close: there are only few specific
concepts.

7 RELATED WORK

FCA is used to improve the abstraction quality and
the duplication elimination in class models in various
domains (software engineering, ontology mapping or
merging). This feature led us to propose the construc-
tion of a GCM to capitalize the knowledge of various
domains.

Many variants have been studied, which take into
account different characteristics for classes (the en-
tities or domain-concepts in this framework): at-
tribute names, attribute types, operation names, oper-
ation signatures, type specialization. . . The relevance
of this approach is related to the properties satisfied
by the class model after refactoring: all duplications
are eliminated and the specialization relation between
formal concepts meets the inclusion of features in the
class model. These previous approaches only focus
on intra-model factorization. In this paper, we use
FCA for inter-model factorization, and we need to
analyze differently the lattices, to identify categories

of formal-concepts useful to build the greatest com-
mon model of several input class models. We define a
guide for the expert to assist the building of the GCM.
Indeed, in this work, we assume that if two charac-
teristics have the same name, then these two charac-
teristics are identical. Some work includes semantic
analysis (Falleri, 2009; Rouane et al., 2007).

In software engineering, FCA has been used to
build and maintain class hierarchies (Godin and Mili,
1993; Dao et al., 2006; Arévalo et al., 2006). In this
paper, our objective is different, we want to find com-
mon and specific parts between several models. The
management of similarities and differences between
models has been studied in the domain of model ver-
sioning (Altmanninger et al., 2009). The Smover tool
uses direct comparison between a model and its pre-
vious version to detect syntactic and semantic con-
flict (Altmanninger et al., 2010). In order to manage
model conflicts in a distributed development context,
the work presented in (Cicchetti et al., 2008) proposes
the use of a difference model to store differences be-
tween two versions of a same model (Cicchetti et al.,
2007). These methods allow to show differences be-
tween models, but they don’t aim to propose auto-
matic core-concept detection. In the approach de-
scribed in (Ohst et al., 2003), models and diagrams
are considered as syntax trees, which allows the au-
thors to design a difference operation between mod-
els. Compared to the domain of model versioning, we
aim to present the GCM in a normal (factorized) form.
This is why FCA is more suitable for our problem.
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Table 3: Result of our approach on the complete EIS-Pesticides model.

LGCM LpGCM LnM1 LnM2 LM1 LM2
class/class name 111 34 0 0 1 1
class/attribute name 43 39 0 0 1 2
class/attribute-role name 68 119 0 0 8 9

Formal concept analysis has been used to per-
form ontology mapping or merging, which is an is-
sue close to ours (Kalfoglou and Schorlemmer, 2005;
Bendaoud et al., 2008). The approach proposed by
(Stumme and Maedche, 2001) uses FCA and linguis-
tic analysis to merge ontologies in a semantic web
context. In order to align ontologies, there are ap-
proaches that use a similarity measure, based on FCA
(Formica, 2006) or on ontologies internal structure
and association rule mining (Tatsiopoulos and Boutsi-
nas, 2009). All these works aim to perform ontology
mapping, while we work to extract the mapping result
and to abstract new domain-concepts.

Since the early 80s, the database domain has stud-
ied the problem of schema integration and data match-
ing, particularly in the database integration context.
The aim of database integration context is to produce
the global schema of a collection of databases (Ba-
tini et al., 1986; Rahm and Bernstein, 2001; Shvaiko
and Euzenat, 2005). Producing such a global database
schema is an issue close to the extraction of a greatest
common model in the sense that the search for identi-
cal concepts in different schemas is a necessary step.
There are a lot of work dealing with this problematic
in the literature. Generally, integration is composed
of different steps: schema transformation, correspon-
dence investigation and schema integration. Our work
focuses on correspondence investigation and schema
integration (Parent and Spaccapietra, 1998). The inte-
grated schema includes the GCM and the specific part
of the initial schemas. There are two groups of solu-
tions to semi-automatically find matches : rule-based
solutions and learning-based solutions. Our approach
is similar to rule-based solutions: we search similarity
between several model elements based on their char-
acteristics (Doan and Halevy, 2005). Unlike these ap-
proaches, the use of FCA allows to choose with fi-
nesse the way to describe the characteristics that we
consider. In this article, we focus on the description
of classes by their name, attribute name or role name,
but FCA opens many other possibilities.

8 CONCLUSIONS

During domain modeling activity, several teams with
different scientific skills usually make different mod-
els of a same domain. Each specialized team models

the part of the domain model it is familiar with, and fi-
nally, a unique, consolidated domain model has to be
built. This model integration requires the identifica-
tion of the common domain-concepts that are present
in the various specialized models.

Our contribution in this paper is an approach to
assist the gathering task for several given class dia-
grams describing the domain. The proposed method-
ology is based on Formal Concept Analysis and the
analysis of the formal-concepts using a decision tree.
It allows the production of a Greatest Common Model
in a normal (factorized) form. Our approach pro-
poses two levels of confidence for candidate GCM
concepts: domain-concepts which certainly will be
in the GCM, and domain-concepts that have to be
precisely analyzed, validated and named by experts.
Moreover, the approach identifies specific-concepts
and proposes possible new concepts that factorize the
original models. We have validated the scalability
of our approach by applying it on two versions of
the EIS-Pesticides model, versions containing about
125 classes. The results of our approach were ana-
lyzed, validated and used by A. Miralles, co-author
of this paper, who has a dual expertise: computer
science and spraying application techniques of pes-
ticides (Miralles et al., 1994; Miralles and Polvêche,
1998; Miralles et al., 2011).

One of the major perspective to our work is to im-
prove the GCM through the use of Relational Con-
cept Analysis (RCA), which is an FCA extension that
will allow us to work more precisely on the relation-
ships (UML associations) between domain-concepts.
In our running example, the use of RCA would
enable factorizing the Rainfall Instrumentation and
the Groundwater Instrumentation associations with a
new association connecting the new domain-concept
cl_Device with the cl_MeasuringStation class. Simi-
larly, RCA would extract a new association between
the new cl_Data class and cl_MeasuringStation, fac-
torizing both RainFall Information and GroundWater
Information associations.

Another perspective is the use of natural language
processing techniques to improve the name-based de-
scription of elements (classes, attributes, roles, etc).
The knowledge of semantic relations like hyper-
onymy, synonymy, or homonymy between terms will
refine the analysis of domain-concepts.
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Abstract: The continuously changing environment is nowadays a major challenge for companies. The tough compe-
tition, growing customization of products and environmental regulations forces companies to continuously
adapt their business processes. In order to manage the complexity and reduce the effort for developing prod-
ucts and production, many IT systems are indispensable. Despite Product Lifecycle Management Technology
(PLM) the growing heterogeneous IT landscapes lack of a continuous support for business processes and get
quickly unmanageable. In this paper PLM technology is extended by a service-based integration approach.
Therefore, a modular service-based architecture was developed which will be presented in detail. The archi-
tecture describes how the whole product life cycle can be integrated more efficiently. The characteristics and
findings of our approach are presented as well as a first prototype covering the production planning.

1 INTRODUCTION

Manufacturing companies face several challenges
nowadays. Firstly, in some industry sectors there ex-
ists an overcapacity of produced goods, like in the au-
tomobile industry. There is a tough competition be-
tween companies for market share, price and qual-
ity of products. Secondly, the trend for customiza-
tion is growing. Companies deliver highly individu-
alized products to customers in order to increase their
competitiveness. This results in an increasing com-
plexity when developing the products and planning
their production. Thirdly, environmental regulations,
like reducing energy consumption and greenhouse gas
or replacement of harmful materials, force producing
companies to be highly innovative in developing new
technologies, materials and processes.

These challenges lead together with a highly vola-
tile market to new requirements for manufacturing
companies. To consolidate or increase the market
share, they have to enhance the adaptability of their
company in many ways. Their production has to be
as flexible as possible to produce highly customizable
products in the same production line. Changes of the
factory layout have to be performed in a very short
time and often with increasing frequency in order to
get shorter production times. Therefore, the exchange
of data between the digital and physical factory has to

be improved. This means, the actual state of the phys-
ical factory should be reflected in the model of the
digital factory at any time. This enables a faster reac-
tion on appearing problems or failures in the physical
factory. Additionally, the organization has to be adap-
tive as well. Hence, changes in the business processes
have to be smoothly performed (Jovane et al., 2009).

The first approaches to organize and provide the
product data over their whole life cycle came with the
Product Data Management (PDM). Introducing PDM
systems enormously reduces the effort to handle prod-
uct data, but the systems do not consider the processes
in the product life cycle. Therefore, the concept of
PDM was extended to monitor and manage these pro-
cesses and Product Lifecycle Management was intro-
duced (PLM). The goal is to optimize and standardize
the processes to execute them efficiently and there-
fore save time and money (Saaksvuori and Immonen,
2008), (Stark, 2004).

Additionally, the tasks within a process are sup-
ported by software applications. This leads to a faster
execution of single tasks and consequently reduces
the execution time of the process. However, several
problems arise when a high number of applications
are installed. One of these problems is the emergence
of information silos. The characteristic of such an
IT landscape is often distributed, heterogeneous and
proprietary. Coupling applications by implementing
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point-to-point interfaces reduces the problem of in-
formation silos, but such solutions get quickly very
complex and hard to manage and maintain.

The motivation of our work is to build an archi-
tecture, which provides the needed flexibility in the
IT landscape of manufacturing companies. The pro-
cesses within PLM have to be continuously supported
by IT systems, these systems have to be loosely cou-
pled to provide the needed flexibility. Existing ap-
plications should be integrated into the new architec-
ture. Additionally, the management and maintainance
effort of the infrastructure has to be reduced and the
availability of data within the product life cycle im-
proved.

To realize such an architecture, a flexible solu-
tion is needed to flexibly integrate the applications of
the product life cycle. A commonly used paradigm
today is the Service-oriented Architecture (SOA).
SOA provides a flexible integration of applications
by loose coupling and reusing services, which are
self-contained, platform-independent and discover-
able (Erl, 2005). The use of standardized technology
like Web services to implement services allows easily
maintaining, extending or exchanging of an interface.
Moreover, Web services can be composed to work-
flows, which are modeled in standardized languages
like Business Process Execution Language (BPEL)
(OASIS, 2007) or Business Process Model and Nota-
tion (BPMN) (OMG, 2011). These workflows can be
executed by corresponding workflow engines to sup-
port the business processes.

The flexible composition of Web services within
workflows enables a flexible IT support of business
processes, which is necessary to quickly adapt the
business processes in a highly volatile environment.
The platform-independence of Web services allows
exchanging data and information between heteroge-
neous applications. Relying on standards and loosely-
coupled applications simplify maintaining, changing
and extending the IT infrastructure (Weerawarana
et al., 2005).

A common middleware solution to integrate Web
services is the Enterprise Service Bus (ESB) (Chap-
pell, 2004). The ESB handles the routing of messages
to enable a loose coupling of applications. Most ESB
solutions possess a BPEL engine, which is able to ex-
ecute BPEL workflows. Additionally, the ESB can
offer functionality such as message queuing capabili-
ties or monitoring services.

This paper presents a service-based integration ap-
proach for PLM. The developed architecture is based
on an ESB hierarchy to integrate the product life cycle
in a modular way. The results of the implemented pro-
totype for the digital factory demonstrate the benefits

of the service-based solution. The benefits include the
flexible composition of IT tasks, implemented as Web
services, in workflows. The workflows support the
planner of the factory by automating recurring tasks
and saves therefore time and money. Additionally,
the management and extensibility effort of the imple-
mented prototype is enormously enhanced compared
to the previous solution with customized scripts.

The remainder of the paper is structured as fol-
lows: In Section 2, the challenges in PLM and the
problems of inadequate integration of applications are
discussed. Furthermore, the service-based approach
for PLM integration is presented and the current so-
lutions in application integration are described. The
implemented prototype for the integration of produc-
tion planning tools is depicted in Section 3 and ben-
efits and problems as well as further extensions are
discussed. In Section 4, related work is presented be-
fore summary and outlook are given in Section 5.

2 SERVICE-ORIENTED PLM
ARCHITECTURE

An efficient and effective IT support of PLM pro-
cesses is one of the major challenges in today’s man-
ufacturing companies. Using IT systems, especially
in the product development and production planning
phase, can reduce the time-to-market of new products
tremendously. At the same time failures and ramp-up-
time of production are reduced as well as the quality
of products is improved. Today, the time between de-
ciding to develop a new product and its production
start can be further reduced by a seamless integration
of the various tools in the product life cycle. These IT
systems are often legacy applications or information
silos difficult to integrate. In order to enhance the ef-
ficiency of production, the challenge is to enable an
efficient exchange of information within the plethora
of heterogeneous and distributed IT systems used dur-
ing the product life cycle.

The adoption of the SOA paradigm eases the
needed information exchange between heterogeneous
applications by using standardized interfaces like
Web services and decoupling service functionality
from its implementation. Hence, a modular integra-
tion of the various product life cycle phases is pre-
sented in Subsection 2.2. Modularity reduces the im-
plementation and maintenance effort of the IT infras-
tructure. Data exchange between the Web service
as well as their compositions is accomplished by an
ESB. Workflows are capable of automatically execut-
ing recurring tasks within PLM and therefore save
valuable time, as well as reducing errors.
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Figure 1: Phases and Tools of the Product Life Cycle.

In Subsection 2.1, the separation of the product
life cycle in six phases, which is used in this paper,
is presented. The service-based PLM architecture is
described in Subsection 2.2. The ideas of a service-
based PLM integration to production networks are ex-
tended in Subsection 2.3. Subsequently, the motiva-
tion for an improved data exchange between the dig-
ital and physical factory and the current state of the
production planning are introduced in Subsection 2.4
and 2.5.

The first implementations within the Learning
Factory’s digital learning shell of the Institute of In-
dustrial Manufacturing and Management (IFF) are
presented in Section 3. This prototype realizes a
seamless service-based integration of systems in the
production planning and eases the data management
thanks to automating the data exchange between the
applications by implementing the process in a BPEL
workflow.

2.1 Product Life Cycle

The product life cycle is heterogeneous in many ways.
Therefore, it is split in different phases, each of them
represent a characteristic activity. In Figure 1, the dif-
ferent phases of the product life cycle can be seen.
The separation of the product life cycle considers not
only the different activities in each phase, but also the
support with tools and the management of data.

In the first phase, the ’concept’ phase (C), ideas
for new products are generated and market analyses
are prepared. Therefore, wikis, blogs or social net-
works are used and often unstructured data has to be
handled and interpreted.

The ’design & development’ phase (DD) is de-
termined by developing and designing the various
parts of the products. Tools like Computer-aided De-
sign (CAD) and Product Data Management systems
(PDM) manage the high volume of data within this
phase.

In the next phase, the ’production planning’ (PP)
is carried out, where process and resource data are

added to the product data and linked among each
other. This data is linked into Digital Factory Tools,
which generate a plan for the factory. The planned
production processes are simulated with simulation
tools to verify the sequence. The data volume, which
has to be handled, increases enormously in this phase
compared to the design and development phase.

Having the product development and production
planning completed, the production can start in phase
four, the ’production’ phase (P). Here, Manufactur-
ing Execution Systems (MES) are responsible for ap-
plying the production orders in the production. The
control unit provides a real-time control of the man-
ufacturing facilities. Feedback of the manufacturing
facilities is gathered and stored by the production data
acquisition unit (PDA) for later analysis.

Selling the products, their maintenance and the
customers comprise are the main tasks of phase five,
the ’distribution & support’ phase (DS). Customer
Relationship Management Systems (CRM) are used
for the linking of sold products and customers for any
kind of complaints or warranty issues.

The ’retire & dispose’ phase (RD) deals with the
disposal of the product. Information about assembly
and material composition of the product can help re-
gain valuable material or simplify the separation of
material for recycling.

2.2 Service-oriented Integration

PLM extends the concept of PDM by adding man-
agement and control of business processes for the
whole life cycle. The problem today is that IT sys-
tems poorly support business processes. Especially
the flexible IT support of business processes is of
great importance (Papazoglou et al., 2007). There-
fore, a service-based architecture is needed, which al-
lows to implement a continuous IT support along the
whole product life cycle. Additionally, business pro-
cesses must be adapted in an easy manner as part of
the IT infrastructure.

Therefore, a modular service-based architecture
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Figure 2: Service-based Integration Architecture for Product Lifecycle Management.

was developed with different integration layers, to ef-
ficiently integrate the plethora of applications, used in
the product life cycle, as well as to flexibly support
the business processes. The developed architecture,
which is presented in Figure 2, uses a pillar for every
phase of the product life cycle. Furthermore, the six
phases are integrated with an additional pillar for the
overall PLM (Silcher et al., 2011).

Each pillar is represented by a phase-specific ESB
that integrates all the applications of the correspond-
ing phase. These phase-specific characteristics can
be supported directly. A distinction is made between
phase-specific ESBs and the phase-overlapping PLM-
Bus. This solution with multiple ESBs builds a hier-
archy to efficiently manage all the processes in the
whole product life cycle.

The vertical integration of each product life cy-
cle phase is clearly structured by distinguishing dif-
ferent levels of abstraction (Minguez et al., 2010).
Hence, the functionality and data, provided by each
application, is exposed as Web service in small, func-
tional units. These units can be composed to work-
flows, which support the execution of business pro-
cesses. The five layers are explained in Subsection
2.5 in more details.

The horizontal, phase-overlapping integration is
performed by the PLM-Bus, which connects the
phase-specific ESB’s as a central backbone. The sep-
aration of phase-specific integration and holistic PLM
integration contains several advantages (Silcher et al.,
2011). Particularly, the possibility of adapting the
ESB to the requirements of each phase like availabil-
ity, data throughput and time requirements are of great

importance.
The PLM-Bus is responsible to manage the phase-

overlapping data exchange, tasks and processes. The
PLM-Bus should provide information about available
Web services of all phases as well as authorization
and authentication as a single sign-on service. Pro-
cesses like change and failure management have to
be coordinated by the PLM-Bus. Additionally, En-
terprise Resource Planning systems and other appli-
cations, which cannot be assigned to a specific phase,
should be directly integrated by the PLM-Bus.

2.3 SOA for Production Networks

Previously not considered was the fact, that most
companies are not involved in the whole product life
cycle. Only the Original Equipment Manufacturers
(OEM’s) treat the product life cycle from the devel-
opment to the recycling of the product. Small and
Medium-sized Enterprises (SMEs), in particular sup-
pliers of OEMs, focus their work on one or two phases
of the presented product life cycle. Therefore, a
phase-specific integration is often sufficient to cover
their whole business area. This is not only profitable
for the SMEs, which benefit from the advantages of
a service-based IT infrastructure. Especially for the
OEM’s, the change of the SMEs IT landscape to an
SOA can be valuable.

A service-based communication improves the
quality of the data exchange, due to standardized Web
service interfaces, workflow definition or data ex-
change formats. Additional, asynchronous commu-
nication eases the loose coupling systems of the com-
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panies.
Therefore, the integration of SMEs in the business

process of an OEM is useful to have a defined way of
communication between the companies. E.g. changes
in the design of a product, made by an SME, can be
necessary due to inconsistencies in assembly tests of
the OEM. The OEM can describe the problems and
send them to the SME, where automatically an ex-
posed process is triggered to solve the resulting prob-
lem.

Therefore, the presented architecture can be easily
extended to manage data and processes in production
networks covering all involved companies, e.g., from
OEM to all suppliers. The challenge would be to con-
vince all suppliers and customers of a company to mi-
grate their IT infrastructure to SOA. Beside the tech-
nical challenge it poses an organizational challenge.

2.4 Digital and Physical Factory

Today, one key to a more efficient factory is the cou-
pling of the digital and physical factory. The vision
is to have available an up-to-date digital copy of the
physical factory at any time. Based on the current
state, different simulations could be executed to fore-
cast the short and medium term development of the
factory and its production.

The problem is to provide status information of
the production environment in real-time to the digi-
tal factory in order to automatically run a simulation
model out of that data (Kádár et al., 2010). The pre-
sented architecture improves the availability of data
in the production environment by exposing Web ser-
vice interfaces and loosely coupling of applications in
the infrastructure, which allows a faster data exchange
between the digital and physical factory.

The IFF at the University of Stuttgart has built a
Learning Factory, which contains a digital learning
shell and a physical factory. The digital learning shell
contains many tools for planning and optimizing the
digital model of the factory. The central application
is a database to store product, process and resource
(PPR) data, also called PPR-Hub. Around this PPR-
Hub, there are several tools for the factory optimiza-
tion. Amongst others, there is a layout planning table,
where a group of people can cooperatively optimize
the factory layout (Kapp et al., 2005). The most im-
portant tool in a digital factory is a simulation applica-
tion. Additionally, a logistic simulation tool is used to
verify the planned production processes and various
simulated scenarios (Kapp et al., 2003).

The presented tools and others can exchange data
with the PPR-Hub by executing (Visual Basic) scripts.
These scripts are customized point-to-point connec-
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Figure 3: Integration Pillar for the Production Planning
Phase.

tions. Therefore, the inclusion of new tools or sub-
stitution of an existent tool is associated with a great
effort. Substituting a tool leads to a complete reim-
plementation of the script.

The physical factory of the IFF, called iTRAME,
consists of modular manufacturing units, which are
connected with a universal plug-and-play mechanism
and can be easily exchanged (Dinkelmann et al.,
2011).

Currently, the factory layout of the physical fac-
tory can be automatically detected and copied with a
script to the digital planning environment. Due to the
high effort for implementing these scripts, no further
information is used in the planning environment, e.g.
process data and time information of the production.
This information would help to understand the cur-
rent situation in the production, when planning and
real data are compared, and thus would enhance the
planning accuracy, but also increases the planning ef-
fort.

The goal of implementing an SOA is to replace the
tight coupling of the applications with scripts by Web
service interfaces, which can be flexibly composed
into workflows. The workflows can support the plan-
ner by automatically or semi-automatically executing
recurring tasks in the product life cycle, e.g. when
new products are introduced, changes in the product
mix are detected, or machine failures appear.
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2.5 Production Planning

Implementing the presented service-based architec-
ture for PLM in the production planning is figured out
in Figure 3.

Layer 0 contains the various applications of the
production planning, e.g. digital factory tools, layout
planning table, simulation tools. The data and func-
tionality of the applications is exposed to other tools
by means of Web service interfaces, which are placed
in Layer 1. The ESB in the integration layer (Layer 2)
routes the messages sent and received by the Web ser-
vice interfaces to the desired destination. Addition-
ally, it performs the data transformations from propri-
etary data formats to a canonical data format of the
ESB, which is described in Subsection 3.3. The busi-
ness services in Layer 3 compose the Web services to
small processes, which manage the data exchange be-
tween two applications. The business process layer at
the top of the pillar (Layer 4) represents the IT imple-
mentation of the business processes.

Web service technologies are platform indepen-
dent, which is a great advantage when integrating pro-
prietary heterogeneous systems like the current IT in-
frastructure at the IFF. In the implemented prototype,
the messages are exchanged over Message Queues
(MQ), which allow a reliable, asynchronous commu-
nication between the participating applications and
improve the loose coupling of applications (Hohpe
and Woolf, 2003). More details on our prototype im-

plementation will be given in the subsequent chapter.

3 IMPLEMENTATION OF
SERVICE-BASED
INTEGRATION FOR
PRODUCTION PLANNING

To show the benefits of the service-based approach,
some applications of the Learning Factory’s digital
learning shell were integrated by the presented ap-
proach and architecture. Therefore, the databases of
each application were equipped with Web service in-
terfaces and a web-based portal was developed to con-
trol and manage workflows executed in the production
planning environment.

3.1 Prototype of Service-based
Production Planning

In the first phase of the implementation, the central
data hub, which stores the PPR data, should be inte-
grated with a layout planning tool (Kapp et al., 2005).
The developed architecture is shown in Figure 4.

The core of this architecture is the Production
Planning Service Bus (PPSB), which is based on the
OpenESB, an open source implementation of an ESB
(OpenESB, 2010). BPEL workflows can be executed
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in the workflow engine of the OpenESB. To adminis-
trate the workflows, the Workflow Management Por-
tal was developed, where the production planner can
start, control and if necessary restart or stop the avail-
able workflows. The usage of the implemented plan-
ning workflow is described in Section 3.2.

Using asynchronous communication improves the
loose coupling between the applications. They don’t
communicate directly with each other; instead the
messages are sent over MQs. A MQ enables a reliable
communication between the participants by receiving
messages and storing them persistently until the MQ
has successfully delivered the message to the receiver.
This means, the receiver can be temporarily unavail-
able without disrupting the whole system or blocking
the sender of a message. Therefore, the usage of MQs
makes the system more robust against network or ap-
plication failures and improves the loose coupling of
the applications.

In the presented prototype, Microsoft Message
Queuing (MSMQ) is used to connect the systems with
the OpenESB. To enable the OpenESB to communi-
cate with the MSMQs, a MSMQ Binding Component
is provided by the developers of the OpenESB.

To integrate the applications within the architec-
ture, Web service interfaces were developed to en-
able the exchange of messages with other applica-
tions. For the Workflow Management Portal, PPR-
Hub and Layout Planning Table a Web service inter-
face was implemented for each. Due to the fact, that
no source code was available for the Layout Planning
Table, the only way to exchange data with this tool
was an interface to its access database.

All the messages exchanged in the system rely on
the same canonical data format. Thus, all the mes-
sages have the same structure and don’t have to be
transformed between the different systems. The only
effort is to generate a correct message, including the
data provided by the database. To reduce the effort, a
common library that automatically generates the mes-
sages in the correct format is implemented to be used
by all Web services.

The loose coupling of the integrated applications
is ensured by using a content-based router (Hohpe and
Woolf, 2003). This means, an application must not
know the network address or endpoint of the desti-
nation system of a message. The message can just be

sent to the ESB, where the content-based router deter-
mines the destination by inspecting the content of the
message. Therefore, the endpoint can be looked up
in a database, when the destination system is known.
This allows transferring applications to other servers
or changing their endpoints without affecting other
applications. The only thing to do is to change the
corresponding endpoint in the database of the content-
based router and all other applications can communi-
cate again with the changed application. The purpose
of the content-based router is to decouple applications
and to enhance adaptability.

3.2 Layout Planning Workflow

The workflow implemented for the prototype controls
the data flow between the systems presented in the
previous subsection. A BPMN model of this work-
flow is presented in Figure 5.

The first task ”Load Projects” of the workflow
sends all projects, which are stored in the PPR-Hub,
in a message to the Workflow Management Portal.
The message is extracted and the projects are pre-
sented in the portal.

The user is asked in the second task ”Select
Project”, to select the project he wants to modify in
the Layout Planning Table. The human icon in the
top left corner of the task indicates that a human in-
teraction is necessary in this task.

After selecting a project, the third task ”Load Re-
source Data to Planning Table” is started, which sends
a message containing the selected project to the PPR-
Hub. The resource information of this project is there-
upon sent over the ESB to the Layout Planning Table
and stored in its database.

In the fourth task ”Perform Layout Planning”, the
user can perform the layout planning to optimize the
material flow, the logistic processes, and so forth. The
hand icon in the top left corner of the task indicates
that this task has to be performed manually by the
user.

When the user finished the layout planning, the
last task ”Store Resource Data in PPR-Hub” is exe-
cuted. This task generates a message to send the op-
timized planning data over the ESB back to the PPR-
Hub, where they are stored and are now available for
other systems in the production planning.
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3.3 Message Format

To efficiently exchange messages between the differ-
ent applications, an application-independent canoni-
cal data format was defined. Using a canonical data
format is best practice in integration, because it re-
duces the complexity of data formats when integrat-
ing new applications into the infrastructure (Chappell,
2004). Thus, the data of each application has to be
transformed to and from the canonical format, instead
of one transformation from each to every application.
This reduces the complexity of integration and im-
proves the extensibility and scalability of the integra-
tion approach.

The defined message format consists of two parts
and is based on XML. The first part contains infor-
mation about the message type and the routing. The
content-based router derives the destination of the
message from the message type and writes them in
the routing information part of the message.

The second part of the message contains the data
of a project. Currently, this part entails information
about the production resources, but can be easily ex-
tended with product, process and order information in
the future, when more applications are integrated into
the architecture.

<?xml version="1.0" encoding="utf-8"?>
<ProjectMessage xmlns:xsi="...>
<CommonInfos xmlns="http://tempuri.org/ESB">
<RoutingInfos>
<OriginSystem>PPR-Hub</OriginSystem>
<DestinationSystem>
<SystemID>WP</SystemID>
<SystemURI>http://localhost:9007/

PortalService/</SystemURI>
</DestinationSystem>

</RoutingInfos>
<MessageType>0</MessageType>

. . .
</CommonInfos>
<Projects xmlns="http://tempuri.org/ESB">
<Resources>
<ModuleTypes>
<ModuleID>1</ModuleID>
<Modulename>modulename</Modulename>
<Type>1</Type>
<FileName>test.cad</FileName>
<BitmapName>test.bmp</BitmapName>
<Module>
<ObjectID>1</ObjectID>
<Objectname>objectname</Objectname>
<Position>
<Position_X>300</Position_X>
<Position_Y>80</Position_Y>
<Position_Z>0</Position_Z>
<Rotation_X>0</Rotation_X>
<Rotation_Y>0</Rotation_Y>
<Rotation_Z>0</Rotation_Z>

</Position>
</Module>
<Module>
. . .

</Module>
</ModuleTypes>

</Resources>
<ProjectID>1</ProjectID>
<Projectname>test project</Projectname>

</Projects>
</ProjectMessage>

The messages are generated by the Web services,
which read the data from the database of the source
system and fill them into the XML schema. After
completing the message, it is sent to the router of the
PPSB, where the destination is derived from the mes-
sage content and forwarded to the destination Web
service interface. After receiving the message, the
information is extracted from the XML message and
stored in the database of the destination system.

3.4 Review and Extension of the
Prototype

For the manageability of our IT infrastructure ap-
proach, this prototype demonstrates great advantages
compared to the previously implemented point-to-
point interfaces between the applications:

� The ESB as central integration backbone eases the
connection of the heterogeneous applications to
this prototype.

� The use of a canonical data format reduces the
number of different transformations, which leads
to a better extensibility and scalability of the in-
frastructure.

� The content-based router enables the loose cou-
pling of the applications to the ESB by introduc-
ing a central database for the registration of appli-
cation endpoints.

� The implementation of MQs boosts the loose cou-
pling at the connectivity layer. Additionally, the
robustness of the complete infrastructure is im-
proved due to temporarily failures of networks or
applications.

� Changing from a synchronous to an asynchronous
communication increases the performance by
reducing unnecessary blocking of applications
when waiting till a message is send or is available
to receive.

The presented prototype allows the production
planner to manage the data of the integrated appli-
cations at a single point, the Workflow Management
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Portal. In the portal, the planner can see the available
workflows and start, stop or restart them.

Proprietary applications can be integrated in var-
ious ways into an SOA. To access the functionality
of a program, an available interface can be used or a
new one can be implemented, provided that the source
code is available. If neither is available, the func-
tionality of a program cannot be easily integrated in
a workflow, as in our case. Nevertheless, the data can
be accessed by an interface over the program logic or
directly over the database of a program. In the pro-
totype the databases of the integrated programs were
equipped with an Web service interface which lead to
an enhances data exchange between the applications.
To fully automate the planning processes, functional-
ity has to be exposed as Web services to be able to
execute them within a workflow activity.

Extending the prototype with a simulation tool
like the logistic simulation tool would make sense.
The optimized layout could be verified by simulating
the production processes and the throughput can be
measured. Therefore, the simulation tool has to be
equipped with a Web service interface to receive the
necessary data for the simulation.

The canonical message format has to be extended
to include beside the resource data also product and
process data. In the currently used data format, this
extension is already provided and can be easily per-
formed. Additionally, the Web service interface of
the PPR-Hub has to be extended to read and write
the product and process data. On the other hand, the
Web service interface of the Layout Planning Table
remains unchanged. Now, there are two alternatives
to integrate the simulation tool in a workflow. The
presented layout planning workflow can be extended
to include the simulation tool or a new simulation
workflow can be implemented to control the data ex-
change between the PPR-Hub and the simulation tool.
In the second case, the layout planning workflow and
the new simulation workflow have to be executed con-
secutively.

4 RELATED WORK

In the last few years, the main PLM vendors like Das-
sault Systèmes, PTC and Siemens PLM Software ex-
tended their PLM solutions with a service-based ap-
proach to get the desired continuous integration of
the product life cycle (CIMdata, 2006). However,
they adopt their proprietary integration middleware
and thus resulted in restricted interoperability prop-
erties: lacking to integrate systems of other vendors,
missing flexibility in business process support, and

applications are not loosely coupled to the integration
middleware. Furthermore, the interfaces are not open,
so it is hard or impossible for other software vendors
to connect their applications to these middleware sys-
tems.

Rantzau et al. implemented a Data Change Prop-
agation System called CHAMPAGNE for heteroge-
neous information systems (Rantzau et al., 2002).
The CHAMPAGNE platform manages dependencies
between the schemas of different distributed applica-
tions. Compared to the presented prototype in this pa-
per, CHAMPAGNE implements a tight coupling to the
participating applications. Hence, changes in a sys-
tem can only be made when the propagation scripts
are changed accordingly, which my become quite
some hassle.

5 CONCLUSIONS AND
OUTLOOK

Highly volatile markets and growing competition
force companies to continuously increase their effec-
tiveness. Their flexibility has to be improved to adapt
to the constantly changing environment. This can be
achieved by a more flexible support of business pro-
cesses and the IT infrastructure. Additionally, the
applications, which support a business process task,
have to be better integrated to improve the data and
information flow. The vision is a continuous integra-
tion of all applications used in the product life cycle
to accelerate the data exchange.

The paper presents a service-based architecture to
integrate the different phases of the product life cy-
cle. The phase-overlapping integration is performed
by the PLM-Bus, which allows exchanging data and
coordinating processes between the phases. The ben-
efits of this architecture are a clear separation between
different levels of abstraction as well as the possibility
to adapt each ESB to the requirements of each phase
like availability, data throughput and time require-
ments. Possible extensions to integrate customers and
suppliers in this infrastructure to get a consistent in-
formation exchange in the production network were
discussed.

Furthermore, the developed prototype based on
the Production Planning Service Bus performs a
service-based integration of the production planning
environment at the IFF. The benefits and problems of
the prototype and the integration of proprietary appli-
cations are discussed and an outlook on useful exten-
sions of the implementation in the production plan-
ning is given.

The next step in the service-based integration of
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PLM is the implementation of the PLM-Bus to effi-
ciently couple the production planning and produc-
tion phase. The goal is to establish a bidirectional
communication between the digital and physical fac-
tory to automatically adopt the current production sta-
tus for the planning and to accomplish an optimized
planning in the production environment.

ACKNOWLEDGEMENTS

The authors extend their sincere thanks to Fabian
Laux, who contributed in developing and implement-
ing the prototype of the service-based production
planning integration.

Furthermore, the authors would like to thank the
German Research Foundation (DFG) for financial
support of this project as part of the Graduate School
of Excellence advanced Manufacturing Engineering
(GSaME) at the University of Stuttgart.

REFERENCES

Chappell, D. A. (2004). Enterprise Service Bus: Theory in
Practice. O’Reilly Media, 1st edition.

CIMdata (2006). Service-oriented architecture for plm - an
overview of ugs soa approach. Technical report, CIM-
data, Inc.

Dinkelmann, M., Riffelmacher, P., and Westkmper, E.
(2011). Training concept and structure of the learn-
ing factory advanced industrial engineering. In
ElMaraghy, H. A., editor, Enabling Manufactur-
ing Competitiveness and Economic Sustainability,
Proceedings of the 4th International Conference
on Changeable, Agile, Reconfigurable and Virtual
Production (CARV2011), pages 624–629. Springer
Berlin Heidelberg.

Erl, T. (2005). Service-Oriented Architecture: Concepts,
Technology, and Design. Prentice Hall International,
illustrated edition edition.

Hohpe, G. and Woolf, B. (2003). Enterprise Integration
Patterns: Designing, Building, and Deploying Mes-
saging Solutions. Addison-Wesley Longman, Ams-
terdam.

Jovane, F., Westkämper, E., and Williams, D. (2009). The
ManuFuture Road: Towards Competitive and Sus-
tainable High-adding-value Manufacturing. Springer,
Berlin, 1st edition.

Kádár, B., Lengyel, A., Monostori, L., Suginishi, Y., Pfeif-
fer, A., and Nonaka, Y. (2010). Enhanced control of
complex production structures by tight coupling of the
digital and the physical worlds. CIRP Annals - Manu-
facturing Technology, vol. 59(1):437–440.

Kapp, R., Le Blond, J., and Westkämper, E. (2005). Fab-
rikstruktur und logistik integriert planen: Erweiterung
eines kommerziellen werkzeugs der digitalen fabrik fr

den mittelstand. wt Werkstattstechnik online, vol. 95
(2005), No. 4:191–196 (german).
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Abstract: We propose a method for accurate combining of evidence supplied by multiple individual matchers regarding
whether two data schema elements match (refer to the same object or concept), or not, in the field of automatic
schema matching. The method uses a Bayesian network to model correctly the statistical correlations between
the similarity values produced by individual matchers that use the same or similar information, in order to
avoid overconfidence in match probability estimates and improve the accuracy of matching. Experimental
results under several testing protocols suggest that the matching accuracy of the Bayesian composite matcher
can significantly exceed that of the individual component matchers.

1 INTRODUCTION

The problem of automatic schema matching (ASM)
between two or more database schemas arises in
many applications, such as data migration, when one
database has to be incorporated into another, virtual
databases, where a single interface is used to access
multiple databases, and data analysis, when multiple
databases are stored in a data warehouse with a single
schema. When two database schemas that describe
the same problem domain are given (e.g. purchase
orders, real-estate listings, books, etc.), the objec-
tive of an automatic schema matching (ASM) method
is to discover which pairs of elements from the two
schemas are likely to match, that is, likely to refer to
the same entity (e.g. shipping address, house price,
book title, etc.), and possibly to also estimate the con-
fidence of such a match.

The ASM problem is usually very difficult,
because when database designers create database
schemas, they rarely provide full and unambiguous
information about what individual schema elements
represent. Even if any such information exists, it is
usually not meant for computer processing. Rather,
database designers usually choose suitable words or
abbreviations for the names of data elements, so as to
facilitate future maintenance of the data schemas by
themselves or other humans. Because of this common
practice, lexical analysis of the names of data ele-
ments could be an effective approach to ASM. For ex-

ample, the names “Street”, “Str”, and “StreetName”
can be recognized to refer to a street, possibly in an
address, and lexical analysis by string matching can
reveal this similarity. A different type of information
that might be useful for ASM is the structure of the
data schemas, if present. In many cases, schemas are
not represented by a flat list of element names, but the
elements are organized in a hierarchy. For example,
the element “CustomerName” might have three sub-
elements, “FirstName”, “MiddleInitial”, and “Fami-
lyName”. Using such structural information is an-
other approach to ASM. Many more approaches exist:
for example, when the actual values of two database
fields come from the same statistical distribution (e.g.,
over names, numbers, etc.), this can serve as evidence
that the corresponding schema elements match. Dic-
tionaries, thesauri, and other auxiliary data sources
have been used for ASM purposes, too (Rahm and
Bernstein, 2001).

Due to the difficulty of the problem, no single
method has been shown to perform best on all ASM
tasks. This has led to the idea that multiple basic
matchers of the types described above can be used to-
gether in a composite matcher (Do and Rahm, 2002;
Tang and Li, 2006). The purpose of the composite
matcher is to combine the output of the individual
matchers and arrive at a more accurate set of likely
matches. In most cases, the output of an individual
matcher k for a given pair of elements S1:Ei and S2:E j
is a similarity value vk in the interval [0;1], where
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vk = 0 means no similarity, and vk = 1 means full con-
fidence that the two elements match. When given a
library of K different individual matchers, the objec-
tive, then, is to find a composite similarity measure v
that is a function of the individual outputs vk, k = 1;K.

Several methods for combining similarity values
have been proposed. The LSD system (Doan et al.,
2003) uses machine learning techniques to estimate
weighting coefficients wk such that the final similarity
measure v is a weighted average of the individual sim-
ilarity measures: v = å

K
k=1 wkvk. The COMA system

(Do and Rahm, 2002) extends this approach with the
minimum and maximum operators: vmin = mink wkvk
and vmax = maxk wkvk.

Although experimental results suggest that these
methods for combining similarity values lead to
matching accuracy that is higher than that of the ac-
curacy of the individual matchers, it can be recog-
nized that they are specific approaches to the funda-
mental problem of combining evidence from multi-
ple sources (in this case, multiple individual match-
ers), and make very specific assumptions about the
statistical structure of the evidence. These assump-
tions might or might not be warranted in practice. We
propose a general method for correct modeling of any
kind of statistical structure in the evidence, based on
Bayesian networks and probabilistic reasoning, and a
statistically grounded method for composing matcher
evidence using these Bayesian networks.

2 BAYESIAN NETWORKS FOR
COMBINING OUTPUTS OF
MULTIPLE SCHEMA
MATCHERS

When combining evidence from multiple sources, one
of the major problems and causes for errors is the im-
proper modeling of correlation and other forms of sta-
tistical dependence between variables in the problem
domain. For example, when two very similar match-
ers k and l are applied to an ASM problem, their out-
puts vk and vl will be highly correlated — when vk is
high, then vl will be high, too, and vice versa. For ex-
ample, a lexical matcher based on edit (Levenshtein)
distance would assign a medium-level similarity to
the pair of element names “Street” and “State”; simi-
larly, a lexical matcher based on the Jaccard distance
between the sets of letters in the two elements would
assign such similarity to the pair. For another pair of
elements, for example “Street” and “Address1”, both
lexical matchers would compute low similarity, be-
casue in this case similarity cannot be established on

the basis of string matching. In either case, not only
is the computed similarity misleading as regards to
the correct match, but both matchers provide the same
kind of evidence (both positive or both negative), so
its (in this case, harmful) influence is reinforced. If
a weighted sum of the two similarity values is used,
the same evidence will be counted twice, in practice,
which will result in a phenomenon known as over-
confidence. One of the matchers is almost redundant,
and including it in the composition process might ac-
tually decrease the accuracy of matching. This effect
has been observed in other fields where evidence has
to be combined, such as medical diagnosis, and one
possible tool for handling it has been belief reason-
ing in Bayesian networks. Our method for combining
matcher output is based on such a network.

2.1 Representation

A Bayesian network (BN) is a probabilistic graphical
model that represents a set of random variables and
their conditional dependencies by means of a directed
acyclic graph (DAG). An edge in the DAG between
two nodes signifies that the variable Y corresponding
to the child node is statistically conditionally depen-
dent on the variable X corresponding to the parent
node. This dependence is expressed in a conditional
probability table (CPT) stored in the child node for
Y . If X 2 Par(Y ), where Par(Y ) is the set of par-
ent nodes of Y , this table contains probability entries
Pr(Y = yjPar(Y ) = z) for every possible combina-
tion of values x that X can take on and configurations
(sets of values) z that the variables in Par(X) can take
on. Likewise, when there is no direct edge between
two nodes, they are assumed to be conditionally inde-
pendent given their parents. In particular, when two
nodes have a common parent, but no edge between
them, they are assumed to be conditionally indepen-
dent given the value of their parent. The presence (or
absence) of edges in the DAG of a Bayesian network
is a way to express the statistical dependence (corre-
lation) between variables.

A Bayesian network to be used for combining out-
puts of individual matchers in an ASM task is shown
in Figure 1. Its DAG is a tree of depth four, with
some additional edges between some of the nodes.
The meaning of the nodes is as follows:

1. At the first (top) level, the root node corresponds
to a Boolean variable signifying whether two
schema elements match. This is the final hypoth-
esis that has to be evaluated.

2. The nodes at the second level of the trees repre-
sent independent ways in which the two element
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Figure 1: A Bayesian network for combining the output of
multiple individual matchers.

names can match (lexical, structural, instance-
based, etc.). It is expected that these variables
are largely uncorrelated, because they use dif-
ferent information to test for possible matches.
They also each correspond to clusters of individ-
ual matchers whose output is correlated. In Fig-
ure 1, one cluster represents the hypothesis that
the two elements match lexically, and the other
cluster represents the hypothesis that the instances
(values) of the two elements in their respective
databases match.

3. The nodes at the third level of the tree are also
Boolean and represent the individual hypothesis
that the two elements match, according to a single
matcher. In Figure 1, these include two lexical
matchers LM1 and LM2, one structural matcher,
one synonym matcher, and two instance matchers
IM1 and IM2.

4. The leaves of the tree, at the fourth level, represent
the similarity values Vk, k = 1;K of the individ-
ual matchers whose outputs have to be combined
(in this case, for the sake of illustration, K = 6).
These variables are continuous, and their possible
values are the real numbers vk.

The overall structure of the BN expresses the
understanding that when two elements match (or
don’t), the outputs of the structural matcher, syn-
onym matcher, the lexical match variable, and the
instance match variable will be statistically indepen-
dent. This is what is to be expected on a matching
task, because these matchers all use different infor-
mation from the two data schemas in order to com-
pute an estimate about whether the elements match.
However, the outputs of the two lexical matchers LM1
and LM2 would be correlated, as expected if they
use the same information (the names of the two el-
ements). That is why there exists an edge between
nodes LM1 and LM2. Similarly, the output of the

two instance matchers would be correlated, too, be-
cause they would both use the same information to
base their estimates on (namely, the contents of the
two corresponding database fields). Accordingly, an
edge between nodes IM1 and IM2 reflects this depen-
dency. This structure of the BN, then, corresponds to
our understanding of which matchers produce highly
correlated outputs, and which ones are statistically in-
dependent.

2.2 Parameter Estimation

In addition to the graph of the BN, if the network is
to be used for inference, the parameters in its CPTs
have to be specified, too. This can be done by means
of labeled cases, where pairs el = (S1:Ei;S2E j) of el-
ements S1:Ei and S2:E j, l = 1; : : : ;N have been run
through all K matchers, to produce the corresponding
similarity values vl;k, l = 1; : : : ;N, k = 1; : : : ;K, and
the correct labeling for some or all of the remaining
Boolean variables has been supplied, too.

If labels for all Boolean variables have been sup-
plied, then the estimation of the probabilities in
the CPTs of the Boolean nodes could be reduced
to frequency counting. That is, the entry Pr(Y =
yjPar(Y ) = z) is equal to the ratio of the number of
cases when Y had a specific value y (either True or
False) and the parents Par(Y ) of Y were in configura-
tion z, and the number of times the parents of Y were
in configuration z (regardless of the value of Y ). For
the continuous nodes Vk, a suitable parametric model
for the similarity values must be chosen. One possible
model is a normal (Gaussian) distribution with mean
µand variance s2. Then, two separate normal distri-
butions N(µk;+;s

2
k;+) and N(µk;�;s

2
k;�) are estimated

for positive (matching) and negative (non-matching)
cases (pairs of elements), respectively. The mean µk;+
is the average of the similarity values vk;i of all data
cases where the parent node Xk of Vk has been labeled
with value True. The parameter sk;+ is the sampled
standard deviation of these cases. Analogously, the
parameters µk;� and sk;� are the sample mean and
standard deviation of vk;i over all cases when the par-
ent node Xk has been labeled with the value False.

It is also possible to estimate the parameters in the
CPTs when only some of the nodes have been labeled.
A typical situation arises when a human designer has
provided feedback about whether the two elements
match (that is, has assigned a Boolean value to the
root node of the BN), but has not explained why they
match (that is, whether the match is lexical, instance-
based, structural, based on a dictionary, etc.) This sit-
uation is more challenging, but as long as the graph
of the network is known and fixed, it is still possible
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to estimate the most likely values of the parameters in
its CPT. This problem is known as parameter learn-
ing with partially observed data in Bayesian networks,
and can be solved by means of gradient ascent in the
likelihood function or the Expectation Maximization
algorithm, among other methods (Heckerman, 2001;
Thiesson, 1995).

Assuming there is a data set S of N independent
training cases, the log-likelihood scoring function is

log L(QjS) = 1
N

M

å
i=1

N

å
l=1

log P(Xil jPa(Xi); qi);

where S denotes the training data set, Pa(Xi) denotes
the parents of the node Xi, i = 1; : : : ; M, and Q is the
parameter vector Q = fq1; : : : ; qMg.

However, we only have partial observations,
which means that there are several hidden nodes with
no labels. For each training case, one pair of ele-
ments S1:Ei and S2:E j is run through all K individual
matchers to produce the corresponding similarity val-
ues vi; j;k, and a true label of two elements matching or
not for the root node OverallMatch is provided by the
human designer. With known structure and partial ob-
servation, we can use the EM (expectation maximiza-
tion) algorithm to find a locally optimal maximum-
likelihood estimate of the parameters (Murphy, 2003).
After learning parameters from a training data set,
each discrete node has a conditional probability ta-
ble (CPT) specifying the probability of each state of
the node given each possible combination of parents’
states.

2.3 Inference

Given the individual similarity values Vk = vk, k =
1;K that have been reported by all individual match-
ers, and a full Bayesian network with CPTs estimated
from data, we can evaluate the probability that the two
elements match on the basis of all evidence, by means
of a standard computational process known as belief
updating. One possible method to perform belief up-
dating is to construct the join tree of the Bayesian net-
work, and use if for inference. This can be done by
means of a number of commercial or freely available
reasoning engines. The continuous variables Vk, un-
der the chosen Gaussian parametrization, can be in-
corporated into the process of belief updating in the
form of virtual (uncertain) evidence (Pan et al., 2006).
To supply virtual evidence to a belief updating engine,
all that is needed is the likelihood ratio of the observed
values vk for the similarity value variables Vk:

L(Vk = vkjXk)
:
=

Pr(Vk = vkjXk = T )
Pr(Vk = vkjXk = F)

=
N(vkjµk;+;s

2
k;+)

N(vkjµk;�;s
2
k;�)

;

where N(vjµ;s2) is the probability that measurement
v comes from normal distribution with mean µ and
variance s2, and Xk is the parent node of Vk in the
BN.

After the process of belief updating concludes, all
Boolean nodes in the network will be assigned proba-
bility values according to the observed evidence (val-
ues) vk for the similarity value variables Vk. The prob-
ability of the root node is the final estimate that the
two elements match, given the combined evidence of
the individual matchers.

3 EXPERIMENTAL RESULTS

In order to evaluate the match accuracy of any
matcher described below, we used five XML schemas
for purchase orders, CIDX, Excel, Noris, Paragon and
Apertum, kindly provided to us by the University of
Leipzig. The figure of merit for evaluation of the ac-
curacy of matching was the popular f-measure, de-
fined as the harmonic mean of precision and recall,
as used in the information retrieval community. If
the number of true matches identified by the match-
ing system as such (hits) is A, the number of true
matches not identified as such (misses) is B, and the
number of cases when two elements do not match,
but the matcher incorrectly declares a match (false
positives) is C, the f-measure F can be computed as
F = 2A=(2A+B+C).

We developed 13 basic schema matchers and eval-
uated the ability of the proposed Bayesian method to
combine their outputs so as to improve the accuracy of
matching. Of these, 11 were lexical matchers: Cosi-
neSimilarity, HammingDistance, JaroMeasure, Lev-
enshteinString, BigramDistance, TrigramDistance,
QuadgramDistance, PrefixName, SuffixName, Affix-
Name, SubstringDistance. One matcher, PathName,
was structural, comparing the entire paths of the two
elements in their respective XML schemas. The last
basic matcher was neither lexical nor structural: the
Synonym matcher declared a match if and only if the
two tested elements were found in a list of synonyms
relevant to the domain of purchase orders. Based on
their method of operation, the similarity values com-
puted by the 11 lexical matchers can be expected to
be highly correlated and statistically dependent; in
contrast, the synonym matcher could be expected to
produce output that is largely independent of the lexi-
cal matchers. Experimental evaluation of their pair-
wise dependence confirms this intuition: Figure 2
shows the pairwise correlation between all 13 pairs of
matchers, evaluated from all pairs of elements in all
ten pairs of schemas. Clearly, all 11 lexical matchers
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Figure 2: Pair-wise correlations between all pairs of basic
matchers, numbered as follows: 1: Edit Distance; 2: Sub-
string Distance; 3: Bi-Gram Distance; 4: Tri-Gram Dis-
tance; 5: Quad-Gram Distance; 6: Cosine Similarity; 7:
Hamming Distance; 8: Jaro Measure; 9: Affix Name; 10:
Prefix Name; 11: Suffix Name; 12: Path Name; 13: Syn-
onym.

Figure 3: Scatter plot of similarity values computed by the
Edit Distance (LevenshteinString) and SubstringDistance
matchers. Their output is clearly correlated, resulting in a
correlation coefficient of 0:9892.

are highly correlated, whereas their correlation with
the Synonym matcher is minimal. Somewhat surpris-
ingly, the structural matcher, PathName, is the least
correlated with any other matcher.

The kind of major correlation that exists between
lexical matchers is illustrated in Figure 3 that shows
a scatter plot of the similarity values computed by
the LevenshteinString (edit distance) matcher and the
SubstringDistance matcher. Their high correlation
(0:9892) makes one of them almost redundant, if the
other one is present.

Regarding the experimental evaluation of match-
ing accuracy, as with any machine learning method,
care should be given to the training and testing eval-
uation protocol, that is, which data are used for train-

ing and which data are used for testing. We used three
evaluation protocols, as described below.

3.1 Testing on Training Data set

This is the simplest evaluation protocol, where we
use the same data set for testing and training. Its
purpose is to evaluate how well we can fit the train-
ing data. Under this protocol, we define ten match-
ing tasks that correspond to all possible pairs of the
five XML schemas. For each matching task (pair of
schemas), we build a dedicated Bayesian composite
matcher that is specific for this task. The same data
set, then, is used as evidence to predict the belief for
every pair of elements. This is the most lenient eval-
uation protocol, since the learning algorithm has seen
during training the data that will be used for testing.

After a similarity matrix is computed for all pairs
of elements of two database schemas, an additional
global matching step called Max1/Delta is performed
to produce the final match decisions, based on the
understanding that most often (but not always) map-
pings between database elements are one-to-one (Do
and Rahm, 2002). Since this procedure is sensitive
to the exact value of the Delta parameter, we present
below results as a function of that paramater. After
global match decisions have been obtained, they are
compared with the ground truth, and the f-measure for
this pair of schemas is computed. These f-measures
are averaged over all pairs of tasks in the testing data
set (in this case, ten pairs of tasks), in order to arrive
at the final overall f-measure.

Figure 4 shows a comparison between all 13 ba-
sic matchers and the Bayesian Composite Matcher
(BCM). The accuracy of the BCM reaches 0:819 and
is significantly higher than that of any other matcher.
It is also practically constant for a wide range of the
parameter Delta. The performance of Path Name
matcher is better than other individual matchers, be-
cause it is a hybrid matcher combining two basic
match techniques.

3.2 Leave-One-Out Cross Validation
(LOOCV)

A more realistic testing protocol is under the leave-
one-out cross validation (LOOCV) method, where
training and testing data are clearly separated. Each
of the ten pairs of schemas is used for testing, using
a BCM that was learned using the other nine pairs of
schemas. The results are averaged over the ten pairs,
as follows:

1. Build training and testing data sets for 10 test
tasks. For instance, if the similarity matrix of
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Figure 4: Comparison of average f-measure between the
Bayesian Composite Matcher and all other matchers.

Excel$ Noris is used as testing set, the training
data set for this test task is a collection of similar-
ity matrices of the remaining 9 schema pairs.

2. Learn one Bayesian composite matcher for each
task based on its training data.

3. Implement Max1=Delta selection approach on
the composite similarity matrix generated by each
Bayesian Composite Matcher.

3.3 Exclusive Leave-One-Out Cross
Validation (ExclLOOCV)

The second protocol described above still allowed
the training algorithm to see data from the pair of
schemas that would be used for testing, but not the
ground truth for their direct match. To eliminate any
exposure of the training algorithm to data that would
be used for testing, we modified the LOOCV pro-
cedure as follows. For each task, if the test pair is
A $ B; the training examples only come from the
three remaining schemas not involving either A nor B.
For example, if one test set is Excel$ Noris; it will
be tested with the Bayesian composite matcher that
has used only the following three pairs of schemas for
training: CIDX $ Apertum; CIDX $ Paragon; and
Apertum$ Paragon: This is the maximally realistic
testing protocol.

Figure 5 shows a comparison between the two
variants of the LOOCV evaluation protocol for the
Bayesian Composite Matcher. It can be seen that the
accuracy drops to 0:76 under usual LOOCV and 0:73
under exclusive LOOCV.

4 RELATED WORK

As mentioned in the first section, many methods for
creating composite matchers have been tried, and this
section explains the difference between them and the
proposed approach. One major distinction between

Figure 5: Comparison of Bayesian composite matcher per-
formance under LOOCV and exclusive LOOCV testing
protocols.

these methods is whether they rely on manual tun-
ing of the composition structure and parameters, or
such parameters are estimated from a training set and
verified on an independent test set. The composi-
tion methods developed in the COMA (Do and Rahm,
2002; Do and Rahm, 2007) and GLUE (Doan et al.,
2003) systems are based on manual tuning of the
composition parameters, so comparison with learning
methods for tuning parameters is not entirely correct;
a composite matcher that is manually tuned with a
specific set of schemas in mind can certainly be ex-
pected to be more accurate than a learning matcher
that is tested under a cross-validation protocol.

Among the learning methods for composing
matchers, our approach is most similar to the one pro-
posed by Marie and Gal (Marie and Gal, 2007), who
have approached the problem from a Bayesian net-
work perspective, too, arguing that a disciplined ap-
proach to handling match uncertainty has to be ap-
plied. However, their approach is based on Naive
Bayes networks, that is, two-level Bayesian networks
with one root node that corresponds to the matching
event, and many leaf nodes that are directly children
to the root node. It can be shown that such a Naive
Bayes network has the same classification properties
as a logistic regression model, and the decision sur-
face is linear, similar to the one used in the LSD and
GLUE systems (Doan et al., 2003; Doan et al., 2003).
In contrast, a full (non-naive) Bayesian network like
the one proposed in this paper can model arbitrary
correlations and decision surfaces.

Furthermore, the Bayesian network proposed in
this paper is also different from the Bayesian net-
work classifiers used in the YAM system (Duchateau
et al., 2009) in that our network includes unobserv-
able nodes corresponding to types of matchers; in
contrast, YAM employs the BayesNet classifier from
the WEKA library that can learn the structure of a
fully observable network by adding and removing
edges, but cannot add unobservable nodes (Witten and
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Frank, 2005). Unobservable nodes corresponding to a
type of matcher (e.g. lexical, dictionary-based, struc-
tural, etc.) present a natural way of representing the
conditional dependency between multiple matchers of
the same type, because they restrict the edges of the
graph only to the nodes of the same type. In contrast,
a fully-connected BN without hidden nodes would re-
quire an exponential number of CPT parameters to be
estimated, which would make it practically impossi-
ble to collect the data necessary for estimating them.
This problem is further compounded by the continu-
ous values of the similarity values produced by basic
matchers — in fact, it is not immediately clear how
YAM would have been able to learn a fully connected
BN with 13 continuous nodes representing the simi-
larity values of each basic matcher, from the few thou-
sand examples available from the PO dataset under
the two LOOCV protocols.

On the other hand, non-linear classifiers such as
decision trees (Duchateau et al., 2008) can indeed
represent non-linear decision surfaces from a lim-
ited number of training examples, but are not inher-
ently probabilistic, and the binary decisions output
by them are not easy to use in the global assign-
ment process that determines the entire mapping be-
tween two schemas from the pair-wise matches be-
tween their individual elements. Other probabilistic
approaches to the automatic schema matching prob-
lem include the use of an attribute dictionary in the
AUTOMATCH system, where training examples of
matching schemas are used to compile the dictionary,
and candidate elements from new schemas are com-
pared probabilistically to the dictionary. Although
this approach does result in probabilistic estimates of
matches, the compilation of the dictionary requires
many training examples, and is best suited to do-
mains where many pairs of entire schemas have to be
matched repeatedly.

5 CONCLUSIONS AND FUTURE
WORK

We have proposed a novel method for creating com-
posite matchers for the purpose of automatic schema
matching. Its main advantage is the explicit model-
ing of the conditional statistical dependence between
the similarity values computed by individual basic
matchers. Experiments suggest that it combines suc-
cessfully the outputs of such matchers, and achieves
matching accuracy significantly exceeding that of the
individual matchers. Furthermore, its outputs are es-
timates of the genuine probabilities of match, which
allows the application of decision-theoretic methods

for optimal judgment whether elements match, or not.
Further work will focus on leveraging the clear se-
mantics of the computed probabilities for improving
the accuracy of the global matching algorithm, as well
as on improving the computational properties of the
proposed Bayesian method.
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Abstract: Recently, spatial data infrastructures have become an important solution to ease the finding of geographical 
data offered by different organizations. Nevertheless, the catalog services provided by these infrastructures 
still have some important drawbacks that limit the geographic information retrieval based on temporal 
constraints. Examples of these drawbacks include the lack of both a more detailed description of temporal 
information, and ranking. Aiming to overcome these limitations, this paper describes a new temporal search 
engine for solving feature type retrieval offered by catalog services. To reach this goal, our search engine is 
based on a model that stores temporal information about each service and its respective feature types 
described in the SDI catalog service. Moreover, the paper proposes a temporal ranking metric to evaluate 
the relevance of each feature type retrieved for the user’s query. 

1 INTRODUCTION 

Recently, spatial data infrastructures (SDIs) have 
become an important solution to ease the finding of 
geographical data offered by different organizations 
(Williamson et al., 2003). SDIs usually offer catalog 
services, which can be used by both providers and 
clients. Providers use this service to announce their 
resources, while clients use it to find the data of their 
interest. 

The current catalog services improve geographic 
data retrieval, but still have serious limitations. One 
of these limitations is the low support to temporal 
searches. The time-based searches offered by the 
current catalogs are performed using attributes such 
as temporal extension and creation/modification date 
of the resources. Nevertheless, the values of these 
attributes are often omitted; or contain imprecise 
information. Such characteristic considerably 
reduces the quality of temporal searches. Other 
important drawback is the lack of mechanisms to 
evaluate the importance of each resource retrieved 
from a user’s query. 

Aiming to overcome these limitations, in this 
paper we propose a new search engine for solving 
temporal queries in SDIs. The proposed solution 
offers two contributions. The first one consists of a 
model that improves the description of the temporal 

features of the services described in the SDI catalog 
service. The second contribution consists in the 
development of a ranking mechanism that is based 
on the temporal features of each feature type and 
ideas from the classical information retrieval. Such 
ranking is used to evaluate how relevant each feature 
type is for the user’s query, considering only the 
temporal dimension.  

It is important to keep in mind that geographical 
data are characterized by three dimensions: space, 
theme and time. The solution described in this paper 
approaches only the time dimension. However, this 
solution has been integrated to a broader search 
engine, which is able to solve queries with spatial, 
thematic and temporal constraints. Details about the 
semantic ranking implementation can be found in 
(Andrade and Baptista, 2011). 

The remaining of this paper is organized as 
follows. Section 2 describes how the current SDIs 
offer temporal information. Section 3 focuses on the 
model used to represent temporal information. 
Section 4 presents the temporal ranking 
measurement. Section 5 discusses the 
implementation and the experimental evaluation. 
Section 6 summarizes the main related works. 
Finally, in section 7, we conclude the paper. 
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2 TEMPORAL INFORMATION IN 
SDI 

In order to ease the standardization and access to 
their geographical data, many SDIs are being 
implemented as a set of services (Bernard and 
Craglia, 2005). In such infrastructures, the datasets 
offered by a provider are commonly supplied as a set 
of feature types. These feature types, in turn, are 
encapsulated and delivered for the users through 
services standardized by the Open Geospatial 
Consortium [OGC], such as Web Map Service 
(WMS) (OGC, 2004) and Web Feature Service 
(WFS) (OGC, 2005). 

When a provider registers a service in the SDI 
catalog, it must provide metadata that describe 
different features of the dataset offered by the 
service. Part of this information is related to the 
temporal extension, where the provider must inform 
the time interval with respect to the dataset. The way 
as this information is described depends on the 
metadata standard adopted by the infrastructure. In 
the ISO 19115 metadata standard, the temporal 
reference of a resource is usually described through 
a temporal interval. Such interval is defined by two 
attributes called beginPosition and endPosition, 
defining, respectively, the initial and final limits. 
The value of these attributes is commonly described 
in the ISO 8601 format. 

One of the causes that limit the resolution of 
temporal queries in the present SDIs is the fact that 
the values of attributes that describe the temporal 
extension of the data are often omitted by the 
provider. In this case, the only information offered 
that is related to time is the creation/modification 
date of the metadata record, which do not describe 
the temporal extension with precision. 

Another limitation is related to the details 
supplied during the registration. Presently, most 
geographic data providers create a single metadata 
record to describe their dataset. Hence, only one 
temporal extension is defined to characterize all the 
feature types offered by a service. Figure 1 shows 
two metadata records from different providers, 
called M1 and M2. Each record describes the feature 
types offered by a service. 

In the service described by M1, there are feature 
types covering the periods of 2000, 2002 and 2005. 
In this record, it was defined that the temporal 
extension (TE) of the service is the interval between 
2000 and 2005, which corresponds to the smallest 
interval covering all of its feature types. Such a 
situation leads to two kinds of disadvantages. In 
order to understand the first one, let us consider a 

query where the user looks for feature types 
concerning the year of 2003. In this case, as the 
extension of M1 intersects the period defined in the 
query, the record ends up being retrieved, though it 
does not offer any feature type concerning the period 
defined in the request. The second disadvantage 
occurs because the catalog service always retrieves 
the service as a whole. So, the user is in charge of 
accessing the service and identifying the feature 
types that satisfy the criteria defined in the query. 
This task can be, often, tedious and time consuming, 
since many services offer a large number of feature 
types. 
 

 

Figure 1: Example of services temporal description. 

Other problems concerning the resolution of 
temporal queries occur due to inconsistencies 
between the temporal extension defined in the 
metadata record and the temporal extensions 
concerning the feature types. Observing Figure 1 
again, it is possible to notice that the record M2 
defines the interval 2005 as its temporal extension, 
though it also has a feature type concerning another 
temporal interval. This kind of situation occurs 
because many providers use as temporal extension 
just the period associated to most of its feature types. 
So, in the case the user performs a query for feature 
types concerning the period of 2003, the catalog 
service will not retrieve the service described by M2, 
though the service has data which satisfy the criteria 
defined in the request. 

Besides the limitations previously described, 
another problem of the present catalog services is 
that they assume that all the resources that satisfy the 
selection criterion defined in the query have the 
same relevance for the user. So, a resource that 
covers the whole interval requested by the user is 
considered as relevant as one that covers only a part 
of the requested interval. This makes the possibly 
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more relevant services to be presented later to the 
user. This is an undesired characteristic, especially 
in queries which return a large number of results. 
The main consequence is that, in these queries, the 
user may lose time in trying to find the service 
having the most relevant information or, in worse 
cases, this user my end up not evaluating the 
resource. 

3 DESCRIBING TEMPORAL 
INFORMATION 

The first stage in the development of our search 
engine consists in defining a model to represent 
temporal information of the services offered by the 
SDI. In order to fulfill requirement R1, the designed 
schema stores the temporal information of each 
service and of each feature type that it offers. Figure 
2 presents the conceptual schema.  

It is important to have in mind that the simplicity 
of the schema is due to the fact that most part of the 
service information keeps being stored in the 
metadata record. So, our schema stores just the 
information needed to resolve the temporal queries. 

The temporal extensions of a service and of its 
feature types are defined through the attributes 
beginTime and endTime, present in their respective 
entities. Both attributes are represented as 
timestamps. Moreover, the model stores some 
descriptive attributes of each service and of each 
feature type, such as name, title and textual 
description. These attributes are shown to the user 
during the exhibition of the query result. After 
evaluating the information shown by these attributes, 
the user may request a complete view of the record 
that describes the service offering the feature type of 
interest. Such retrieval is performed by the attribute 
metadataIdentifier, which keeps a reference for the 
service metadata record. 

After defining the model to be used for data 
representation, we created a methodology to extract 
temporal information from the service and feature 
types. In order to facilitate the reader’s 
understanding, this process will be referred to as 
temporal annotation throughout this paper. 

3.1 Services Annotation 

The first stage of the process of extracting temporal 
information consists in identifying the temporal 
interval covered by the service. The information is 
obtained through the processing of information in 
the metadata record of the service. 

The service annotation is done through the value 
of the attributes that define its temporal extension. 
When the values of these attributes are provided by 
the metadata record that describes the service, they 
are retrieved and normalized to a temporal interval. 
This interval is then defined as the service temporal 
extension. Another attribute verifies the service 
update frequency. The verification is intended to 
check whether the service is continuously updated. 
If so, the model considers the service persistent and, 
consequently, it has no final limit. In our solution, 
we consider persistent just the services with the 
following values for update frequency: annually, 
continually, daily, monthly and weekly. 

 

 
Figure 2: Conceptual schema. 

When the temporal extension of the service is not 
present in its metadata, its temporal extension is 
identified through the values of other attributes. The 
attributes are queried in a priority order. In the case 
an attribute contains temporal information, its value 
is extracted, standardized and associated to the 
service, ending the annotation process. In the 
opposite case, the next attribute is queried and the 
process is repeated until all attributes are checked. 
Currently, the attributes queried in order to obtain 
temporal information of a service, in priority order, 
are: keywords, title and textual description. Finally, 
in the case temporal information is not found in any 
of these attributes, the creation date of the metadata 
record is used as temporal reference for this service. 
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Among the attributes queried during the 
annotation process, some are represented directly as 
dates, as the temporal extension and the inclusion 
date of the record. When the temporal information is 
obtained through these attributes, it is necessary to 
convert the attribute value into a temporal interval, 
in the format used by the data schema. 

The date standardization process depends on the 
format of the temporal information. In the case the 
attribute value is a simple date (for instance, 
1/10/2010), its conversion to an interval can be done 
in two forms, depending on its update frequency. If 
the service is continuously updated, the date is 
converted into a persistent interval, which means 
that the final limit corresponds to the moment at 
which the query is performed. Otherwise, the value 
is standardized to an interval containing the limits of 
the value found for the attribute. The granularity of 
this interval (day, month, year) is identical to the 
granularity of the attribute value. For example, if the 
value represents a day, the generated interval will 
represent a day too. The same occurs for attributes 
that represent a month or a year. 

While attributes concerning temporal extension 
and inclusion date of the record already supply the 
values in the form of dates, some of the queried 
attributes, such as service name and textual 
description, are offered as a set of strings. When 
these attributes are queried, their text values must be 
processed in order to extract temporal information. 
This processing, which is occurs with use of 
machine learning techniques, is performed in two 
stages. 

In the first step, the text corresponding to the 
attribute value is processed for analysis of the parts 
of the speech. This stage is intended to identify and 
classify the radical of the elements that appear in the 
text. This task is done by a framework called 
TreeTagger. 

In the second stage, the result of the previous 
stage is processed in order to find temporal 
expressions. This information can be found by both 
numerical values, such as dates, and textual 
elements, such as the words today, yesterday and 
tomorrow. As the result of this stage, an XML file 
containing all the temporal expressions identified in 
the text is generated. This file is coded in the 
TimeML standard (Pustejovsky et al., 2003), an 
XML-based standard for specification of temporal 
expressions in documents. This task is carried out by 
a framework called Heideltime. 

The processing made by Heideltime automates 
the recognition of temporal expressions. However, 
each identified expression is treated and annotated 

individually, with no relationship among them. So, 
the file generated by this framework must be 
processed, and the temporal information that is 
found must be converted into a temporal interval. 
The standardization of temporal annotations found 
in a text depends on the number of annotations 
found. If the file has just one temporal annotation, 
the feature type interval corresponds to the smallest 
interval that covers all the temporal information 
found. Finally, the absence of temporal annotations 
means that no temporal element was found in the 
analyzed text. This situation indicates that the 
temporal reference cannot be obtained through this 
attribute. 

3.2 Feature Types Annotation 

Differently from the annotation of services, the 
temporal annotation of a feature type is performed 
with basis on the information contained in the 
document describing the capabilities of the service. 
Such a document is obtained by invoking the 
operation getCapabilities of the service being 
annotated. 

An important characteristic of the capabilities 
document is that, differently from the metadata 
record, it has no specific attribute to define temporal 
information of the feature types offered by the 
service. So, the temporal annotation of these 
elements must be done through the identification of 
temporal expressions present in the values of some 
attributes. In order to perform this task, for each 
feature type, their keywords, titles and textural 
descriptions are queried following the priority order. 

Since all attributes used for feature types 
annotation are textual, the temporal information 
contained in these elements must be extracted 
through the processing of the text corresponding to 
their values. The procedure adopted to perform this 
task is the same used in the annotation of services. 
The values obtained after this process are used as the 
temporal extension of the feature type that is being 
processed. In the case the temporal extension of the 
feature type cannot be obtained from any of the 
verified attributes, we assume that its value is the 
same one obtained for its respective service. 

4 TEMPORAL RANKING 

After defining how the temporal information will be 
retrieved from the services and stored in the 
database, we developed a search engine for retrieval 
of feature types that meet a certain temporal 
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constraint. To implement it, we defined a metric that 
evaluates how relevant each feature type is for the 
query. Such a metric is computed from other two 
measurements: the degrees of overlap and of 
temporal relevance. 

4.1 The Degree of Overlap 

The first measurement used to evaluate the temporal 
ranking is the degree of overlap, which evaluates the 
similarity between the temporal interval requested in 
the query and the temporal interval covered by the 
feature type under evaluation. This metric is 
computed by means of the Tversky equation 
(Tversky, 1977). This equation was chosen because 
it considers, during the evaluation of similarity 
between objects, the characteristics that they may 
have or not in common. Let t1 be the temporal 
interval defined in the user’s query and t2 the 
interval associated to the feature type under 
evaluation. Then, the degree of overlap between 
them is computed by equation 1. 
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where: 
 | t1 ∩ t2 | represents the extension, in 

milliseconds, of the intersection between the 
intervals t1 and t2; 
 | t1 / t2 | represents the extension of the interval in 

t1, but not in t2; 
 | t2 / t1 | represents the extension of the interval in 

t2, but not in t1; 
 The constant α represents the weight that the 

complement of the interval t1 has to the evaluation of 
the overlap between the intervals. Presently, the 
value 0.9 is used for this constant. To determinate 
this value, we used a technique called weighting 
(Fox and Shaw, 1993). To estimate the value of α we 
used the Pearson correlation coefficient. 

4.2 The Temporal Relevance 

The second metric used to evaluate the temporal 
ranking of a feature type is the degree of temporal 
relevance. As in the classical information retrieval, 
this metric evaluates how relevant a certain temporal 
interval is to a certain service (Baeza-Yates and 
Ribeiro-Neto, 1999). Hence, when two feature types 
offered by different services have the same degree of 
overlap (or close values) with respect to the user’s 
query, the model prioritizes feature types offered by 
services whose temporal extension has higher 
relevance. 

In order to compute the relevance of a temporal 
interval to the service, it is necessary to evaluate first 
the frequency in which this interval occurs in the 
service. This metric is called raw frequency (temp_f) 
and is computed by comparing the temporal interval 
under evaluation with the temporal extension 
covered by each feature type offered by the service. 

During the development of this metric, we 
evaluated three forms to compute the frequency of a 
temporal interval t in a service S. The first solution 
consisted in computing the number of associated 
feature types whose temporal extension was 
identical to t. Despite being easier to compute, this 
kind of approach did not consider that the intervals 
were different from t, but that they completely 
contained that interval, and also did not consider that 
some parts of the interval were present in intervals 
that intersected it. In the second approach, the 
frequency was computed with basis on the number 
of intervals that were identical or totally covered the 
interval under evaluation. The disadvantage of this 
solution is that it does not consider the overlap 
between the evaluated interval and the other 
intervals that do not cover it totally. 

In the third approach, which ended up being 
adopted for the proposed metric, the frequency is 
computed by summing the degree of overlap 
between t and the temporal interval associated to 
each feature type offered by the service. So, all the 
presences (total or partial) on the interval t in the 
temporal interval associated to each feature type are 
considered when evaluating the frequency of this 
interval. Equation 2 describes the computation of 
this frequency. In this equation, t represents the 
temporal interval under evaluation, while S is the 
service to which the relevance of t is being 
computed. Moreover, Titemp represents the temporal 
extension of a feature type T offered by the service, 
and n represents the number of feature types offered 
by the service.    
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After computed, the value of the raw frequency of 
the temporal interval is used to compute its 
normalized frequency (temp_tf). This frequency is 
computed by the proportion between the raw 
frequency and the number of feature types offered 
by the service (Equation 3). As in the previous 
equation, t represents the temporal interval which is 
under evaluation and S represents the service to 
which the relevance will be computed. 
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Another variable used to evaluate the degree of 
relevance of a temporal interval is the inverse 
frequency (temp_isf). Its objective is to evaluate how 
important a temporal interval is to the whole set of 
services offered by the SDI. The value of the inverse 
frequency (Equation 4) is computed by the 
proportion between the number of services offered 
and the number of services in which the interval is 
totally covered by at least one feature type. 

 

ni
Ntisftemp log)(_ =  (4)

 

After computing the normalized frequency and the 
inverse frequency, their values are used to determine 
the degree of temporal relevance of an interval to the 
service. This degree of relevance is computed 
through the product of both frequencies, as in 
Equation 5. 
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4.3 The Temporal Similarity 

Once computed, the values of the degrees of overlap 
and temporal relevance are combined to determine 
the temporal ranking of a feature type. The value of 
this metric is used to classify and sort the feature 
types that are retrieved form a user’s query.  

Given a temporal interval t defined in the user’s 
query and a feature type T offered by the SDI, the 
temporal ranking of T is obtained through Equation 
6. In this equation, TT represents the temporal 
interval covered by T, while S represents the service 
that offers this feature type. 
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where: 
 ranking represents the temporal similarity 

between a temporal interval t defined in the user’s 
query and a feature type T  being evaluated; 
 od represents the degree of overlap between the 

interval defined in the query (t) and the interval 
covered by the feature type under evaluation (TT); 
 tr represents the degree of relevance of the 

temporal interval associated to the feature type under 
evaluation to its respective service; 
 w1 and w2 represent the weights that the degree 

of overlap and the degree of temporal relevance has 
for the calculation of the degree of temporal 
similarity. Each weight must have a value between 0 
and 1, and their sum must always be equal to 1. 
Presently, we use values of 0.84 and 0.16, 
respectively, for w1 and w2. These values were 
defined using the same statistical technique used to 
determinate the weights in Equation 1. 

5 IMPLEMENTATION AND 
EVALUATION 

Once defined the temporal ranking metric, our 
temporal search engine was implemented. This 
section first focuses on the implementation issues. 
After, the results obtained from the experimental 
evaluation are presented.  

5.1 Implementation Issues 

After defining the model used to represent 
information and the metric used to retrieve this 
information, we implemented a prototype for our 
search engine. This engine was incorporated to a 
tool called SESDI (Semantic-Enabled Spatial Data 
Infrastructures) (Andrade and Baptista, 2011), used 
for discovery of geographic data in SDIs. The 
architecture used for its implementation is 
comprised of two main subsystems: the data 
acquisition module and the query resolution module. 
The first module contains the components 
responsible for the extraction of the temporal data 
from the services registered in the SDI and from 
their respective feature types. The query resolution 
module, in turn, has the components that use the 
temporal ranking, describe is the previous section, to 
resolve temporal queries. 

5.1.1 The Data Acquisition Process 

The data acquisition process consists in collecting 
temporal data that will be used during the query 
resolution process. The data acquisition process is 
performed periodically, in order to find new services 
included and/or updated, keeping the database 
updated. 

The process consists in obtaining information 
about new services. For this, the acquisition module 
calls the getRecords operation of the registration 
service of the infrastructure. This call has a filter that 
selects only the services whose 
inclusion/modification dates are more recent than 
the last verification made by the module. Each 
service retrieved in the first stage is then processed 
in order to make its temporal annotation. 

The processing of each service is subdivided into 
several stages. The first one consists of extracting 
the temporal extension covered by the service. After 
obtaining this information, the module calls the 
getCapabilities operation of the service to obtain a 
document with information about the feature types 
offered by this service. After this, each feature type 
is processed to make its temporal annotation. 
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After extracting the temporal information from 
the service and from its feature types, the next stage 
consists in using the obtained information to 
generate the temporal relevance data of the service. 
For this, the module computes the temporal 
relevance of each temporal interval associated to at 
least one of the feature types offered by the service. 

In the last stage of the data acquisition process, 
the information obtained after the extraction of 
temporal information and generation of temporal 
relevance of the service are made persistent in the 
database of the prototype. In this process, occurs the 
storage of the information about geographic data 
services and their feature types, with their temporal 
information, besides temporal relevance data 
generated for each service. Presently, these data are 
made persistent in a database implemented in the 
DBMS PostgreSQL/PostGIS. 

5.1.2 The Query Resolution Process 

The query module is responsible for the resolution 
of temporal queries. All queries are performed 
through a set of dynamic web pages featured by the 
tool. Each requisition received by the query module 
has as input parameter a temporal interval of the 
user’s interest. The processing of queries is divided 
in four steps: temporal filtering, matchmaking, 
relevance filtering and ordering. 

In the temporal filtering step, the search tool 
selects, among all the feature types recorded in the 
database, those whose temporal expression intersects 
the interval defined in the query. This task is done 
through a simple query in the SQL database. The 
result of this step is a set containing all the feature 
types that meet this constraint. 

The second step consists in using the temporal 
ranking to compute the relevance of each feature 
type retrieved in the first stage. During the 
matchmaking process, persistent intervals end up 
receiving as final limit the timestamp value 
corresponding to the time at which the query was 
requested. At the end of this step, for each retrieved 
result, the result obtained for the temporal ranking is 
associated. 

In many situations, temporal queries may return 
results with very low relevance for the query. This 
characteristic, in some situations, may be undesired, 
especially during the processing of queries that 
return a large number of results. In order to avoid 
such a situation, the user may define a minimum 
threshold at the moment of the query. When this 
happens, the third step in the processing of a query 

consists in removing from the final result all feature 
types whose relevance is below this threshold. 

Finally, the last step consists in organizing the 
remaining results according to their relevance 
values. For this, a sorting algorithm is executed, in 
order to list the retrieved feature types in descendant 
relevance order. Figure 3 shows the result of a 
requisition for historic feature types concerning the 
year of 1964. 
 

 
Figure 3: Temporal query result. 

5.2 Experimental Evaluation 

After implementing our temporal search engine, an 
experimental evaluation was performed, in order to 
compare its performance to that of the present 
catalog service. To make this validation, the catalog 
service of the North-American SDI was used as case 
study. The information of this service was collected 
and processed to perform the temporal annotation of 
each service and their respective feature types. The 
results obtained after this processing were stored in 
the database of the search engine. Presently, this 
database has 103 services and 12,914 feature types. 

During the validation process, several queries 
were made for different time intervals. For each 
temporal interval used, two queries were performed. 
The first query was performed in the catalog service, 
and retrieved any record whose temporal extension 
intersected the interval defined in the query or 
whose publication date intersected the query interval 
(in the case of records with no temporal extension 
value defined). The second query was performed 
using the SESDI tool, which retrieved all the feature 
types whose temporal extension was intersected by 
the interval defined in the requisition. The results of 
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both queries were used to compare the performance 
of these two approaches. This comparison was 
performed according to recall and precision metrics. 
Recall corresponds to the proportion between the 
number of relevant results retrieved and the total of 
existing relevant results. Precision, in turn, is 
obtained through the proportion between the number 
of relevant results retrieved and the total of retrieved 
results. 

5.2.1 Recall Evaluation 

The experiments results were analyzed in two steps. 
In the first one, we made the evaluation at service 
level. This evaluation was intended to check the 
impact of our solution with respect to the number of 
different services retrieved by a query. This 
verification allows us to observe the number of 
services that have at least one feature type which is 
relevant to the query, but which end up not being 
retrieved by the catalog service. Figure 4 shows a 
graphic obtained through the comparison of results 
with respect to coverage. This graphic shows the 
performance of both SESDI and catalog service 
along the queries that have been executed during the 
evaluation process. Moreover, axis x represents the 
queries, while axis y represents the obtained 
performance for each approach.   

The analysis of Figure 4 allows us to see that the 
model used by SESDI led to a big improvement in 
the coverage of the queries. The model used by the 
tool obtained a mean recall of 88.45%, while the 
catalog service had a mean recall of 45.17%. This 
difference can be explained by the fact that our 
search engine stores temporal information of 
services and feature types, while the catalog service 
makes queries only on information stored at services 
level. This difference allows our search engine to 
retrieve any services that offer at least one feature 
type whose temporal extension matches the 
constraints defines in the query, even if the temporal 
extension of the service does not meet the criteria 
defined in the query. This characteristic is 
impossible for the catalog service. Moreover, the 
large number of services that do not have a defined 
value for the temporal extension contribute to this 
difference, since the creation and modification dates 
of the metadata do not express this information 
precisely. 

In the second step of the validation process, the 
two approaches were compared through the number 
of retrieved feature types. This evaluation is 
intended to obtain an overview of the number of 
feature types that are not retrieved due to the 

limitations of the present catalog services, as well as 
measuring how much the model used by our search 
engine improves the retrieval of this kind of 
information. The recall comparison of the two 
approaches with respect to the retrieval of feature 
types is shown in the graphic of Figure 5. 

Figure 5 shows that, when the recall of the 
queries is compared at feature type level, the 
performance difference between the two approaches 
is still high. In this kind of evaluation, the model 
used by our search engine presented a mean recall of 
95.56%, while the catalog service obtained a mean 
recall of 43.78%. The reasons that led to this 
difference are the same that cause the recall 
difference with respect to the retrieval of services. 
However, the large number of feature types offered 
by some services makes the difference between the 
performances of both approaches to be still bigger 
than what happens in the comparison at services 
level. 
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Figure 4: Graph of recall for services retrieval. 
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Figure 5: Graph of recall for feature types retrieval. 

5.2.2 Precision Evaluation 

Besides recall, the approaches were compared with 
respect to precision. Figure 6 shows the comparison 
of precision between the two approaches with 
respect to the number of services retrieved by each 
solution. The results show that the model used by 
SESDI had a better performance in some queries, 
while the catalog service achieves more precise 
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results in some requisitions. The mean precision of 
the catalog service was of 93.72%, while SESDI 
achieved a mean precision of 89.48%. The analysis 
of the results shows that the precision loss of the 
SESDI is not caused by the model used by its search 
engine, but is due to the performance of the temporal 
annotation process. While the catalog service 
performs its searches with basis on information of 
the catalog service, which are manually provided, 
the temporal search engine used by SESDI performs 
its queries with basis on information extracted 
manually during the temporal annotation process. 
This process is subject to errors, since some 
temporal expressions may be misinterpreted when 
extracted from textual attributes. 
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Figure 6: Graph of precision for services retrieval. 

When the precision of the approaches is 
compared at feature type level, the performance of 
the two approaches is similar to the performance at 
services level. The graphic obtained for this 
comparison is shown in Figure 7. While the catalog 
service had a mean precision of 92.14%, SESDI 
achieved a mean precision of 88.95%. 
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Figure 7: Graph of precision for feature types retrieval. 

In general, the results obtained through the 
validation prove the feasibility of the model 
proposed in this paper. The main element that leads 
to this conclusion is that the model increases 
considerably the coverage of temporal queries, 
allowing the retrieval of many feature types even if 
the temporal description of their respective service is 

not supplied or not described in a consistent fashion. 

6 RELATED WORK 

The use of the temporal dimension to improve the 
information retrieval has been addressed by many 
studies over the years. Hübner and Visser (2003) 
proposed a solution during the implementation of the 
BUSTER project (Vögele et al., 2003). In that work, 
the temporal extension of each resource is 
represented through temporal periods. The limits of 
these periods can be described in precise, persistent 
or fuzzy forms, or can be defined with respect to 
other periods. During the information retrieval 
process, an algorithm based on Allen’s temporal 
logic (Allen, 1998) is used to infer the semantic 
relationships between each period. The use of logic 
and inference allows the development of more 
powerful search tools. Nevertheless, this kind of 
approach does not offer a ranking. Moreover, the 
high computational cost of this kind of solution 
hinders its application to collections with a large 
amount of data. 

A ranking-based solution was developed by 
Alonso, Gertz and Baeza-Yates (2006). In their 
work, documents are grouped in clusters into a 
timeline according to their temporal information. 
Inside each cluster, the documents are organized by 
a ranking, which is obtained through the metrics tf-
idf, with respect to the matching of the text in the 
document and the text in the query. Manica et al., 
(2010) developed a search engine which enables the 
retrieval of temporal information in XML 
documents. In that work, the processing of queries is 
performed in two stages: a keyword matching and a 
temporal query, which is applied to the nodes that 
are closer to those retrieved in the previous stage. In 
both works, the ranking used to organize the 
documents does not consider the temporal extension 
of each resource. 

Another ranking-based solution was developed 
by Jin et al., (2010). In that work, the keywords that 
form a document are associated to temporal 
intervals, which are obtained from expressions 
contained in the document. For each combination 
formed by a keyword and a temporal interval, a 
ranking value is computed through tf-idf techniques. 
The disadvantage of that work is that its ranking 
considers just the importance of the keywords, not 
considering the relevance of each temporal 
expression found in the document. 

Another work that addresses temporal 
information retrieval in documents was developed 
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by Strötgen and Gertz (2010). In that work, 
spatiotemporal information of a document is 
extracted through the processing of the text and can 
be explored by users after a query. However, the 
means to evaluate the temporal ranking of each 
document are not supplied. 

The analysis of the above studies shows that the 
temporal information retrieval is still an open 
problem.  This analysis also shows that many studies 
explore the temporal dimension during the 
resolution of queries, but do not use (or use 
superficially) this information to establish the 
ranking of the retrieved results. This highlights the 
need for a more specific ranking, generated from a 
deeper analysis of this kind of information. 
Moreover, we can notice the lack of effective 
solutions to retrieve temporal data in the geospatial 
domain. This limitation, allied to the key importance 
that the time represents for this domain, highlights 
the importance of the work presented in this paper. 

7 CONCLUSIONS 

The temporal dimension has great importance for the 
retrieval of geographic data. However, the retrieval 
of geographic data with basis on temporal criteria is 
still a hard task for the present SDIs. The absence of 
a detailed description of the temporal extension of 
the services and the lack of a temporal ranking are 
some of the characteristics that cause this limitation. 

Aiming to overcome those limitations, this paper 
described a new temporal search engine. The main 
contributions consist in the development of a new 
model that improves the description of the temporal 
extension at service and feature type levels, and the 
development of a ranking for the feature types 
retrieved during a query. 

Some future works still should be undertaken to 
improve our research. An important task to be 
developed consists of extending our approach to 
handle others types of temporal information, such as 
imprecise temporal information. Besides, we should 
improve the integration of our temporal search 
engine with the other similarity metrics. This task 
will enable us to evaluate the performance of our 
tool when solving queries concerning more then one 
dimension. Finally, other important improvement to 
be undertaken consists of integrating our solution to 
the current catalog service interface.  
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Abstract: The intensive operation of constantly growing, heterogeneous networks is a challenging task. Besides the
increase in size and complexity, data networks have become a critical factor for the success of many organi-
zations. During the last decade, many network management architectures where developed and standardized,
aiming at the definition of an open environment to control and optimize its operation. Many of these archi-
tectures use specific protocols and specialized tools, to allow remote monitoring and configuration of network
equipment and computational platforms.
One of the best well known paradigms of human-computer interaction is the file concept and the associated
file system. Files have been around since early days in the personal computer industry and users are perfectly
comfortable associating the work produced in applications to be stored in medium.
In this paper we propose a file system interface to network management information, allowing users to open,
edit and visualize network and systems operation information.

1 INTRODUCTION

A file system is a database typically storing large
blocks of information. The information is stored in
the form of files, structured as a hierarchy of directo-
ries. Each entry in the file system, including directo-
ries and files, is characterized by a limited group of at-
tributes (instant of creation, instant of the last access,
instant of the last change, permissions, owner, group).
This paradigm is, perhaps, one of the best well known
mechanism for storing information, available in sev-
eral operating systems as well as in some embedded
devices, such as PDAs, mobile phones and even digi-
tal cameras.

Usually, files are stored locally in persistent mem-
ory, such as hard-disks or memory cards. It is also
common, particularly in enterprises, to use network
file systems to store files in a remote server, accessed
through a special protocol like NFS (Shepler et al.,
2000) or SMB. In this situation, the network server
exports part of the local file system to a set of selected
clients, allowing them to remotely access files and
directories. However, this centralized, single server
approach, suffers some scalability issues related to
throughput, capacity and fault tolerance.

Distributed file systems are designed to improve

scalability and fault tolerance by transparently bal-
ancing the access between servers. It provides the
same view to every client and is responsible for main-
taining coherence of data through distributed locking
and caching (Ghemawat et al., 2003; Howard et al.,
1988; Anderson et al., 1996).

Yet another paradigm, cloud storage systems,
such as Dropbox1, transparently synchronize the lo-
cal copy of data with a remote datacenter, allowing
user access to personal and shared files anytime, any-
where.

Based on this paradigm, we considered the possi-
bility of accessing network management information
as a set of virtual file systems. Network resources,
usually accessed through SNMP (Harrington et al.,
2002), COPS (Durham et al., 2000), or other network
management protocol, are seen as remote shares, to
be mounted in a regular workstation file system and
the instrumentation and configuration information ac-
cessed as regular files.

The nature of the information as well as the pur-
pose of this SNMP File System (SNMPFS) is radi-
cally different from traditional distributed file systems
(DFS). This makes the current requirements different

1http://www.dropbox.com
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of traditional DFS. First, distributed file systems are
used to store files belonging to one or more users. In
a network management scenario, the information is
generated both by network resources and users. The
former is used for instrumentation and the later is used
for configuration.

Second, the content of the majority of network
management backed files is constantly changing, be-
cause of the dynamic nature of network parameters.
As an example, consider a value representing the
number of transmitted packets or a value represent-
ing CPU load. In regular file systems, used to store
personal and application files, entries seldom change.
This allows better cache hit rates than in the former
situation.

Third, network management files are very small,
resulting from the parameters they represent. Fre-
quently, a single int is used and, some times, a small
table of values is sufficient.

Fourth, the whole SNMPFS is composed of several
network services and resources, such as routers, fire-
walls, web servers, and so on. Each resource exports
the information resulting from the instrumentation of
working parameters thus playing a part in a poten-
tially huge cluster of distributed file systems.

Fifth, faults are usually frequent, resulting from
connectivity problems, hardware failures, human ac-
tion and others. The system should cope with this
issues, by recovering when possible and replicating
when necessary.

2 FILE SYSTEM DESIGN

The goal of the SNMPFS is to unify around a unique
name space all of the enterprise network management
agents. For concept proving, we are using SNMP
agents, since they are common in organizations and
widely implemented by network devices. This ap-
proach allows integrating the tree of management ob-
jects of distinct SNMP agents in a single file system.
Resuming, the goals of this approach are the follow-
ing:

� allow the use of simple files and directories han-
dling tools (cd, cp, cat, ...);

� allow to consult and change the values through
simple tools (file redirection, text editors);

� allow the creation of pipes:
cat sysUpTime j toxml j mail --s
‘‘sysUpTime’’ admin@host.com;

� allow using office tools, such as Calc or Excel, to
view and alter tabular information;

Workstation

Network

SNMP 
agent

SNMP 
agent... SMB share

SNMPFS SNMPFS SMB
NTFS

Virtual File System

APP APP APP APP APP APP

Figure 1: SNMPFS global architecture.

� allow reducing the complexity of the management
system.
The information generated by each SNMP agent

is accessed through a specific file system (SNMPFS),
working as a gateway between the regular file opera-
tions (open, read, write, append, close, . . . ) and
SNMP commands (Figure 1).

As other file systems, like Server Message Block
(SMB), also known as Common Internet File Sys-
tem (CIFS), to access SMB (Windows) shares across
a network or NTFS for local storage, applications
access data through a uniform layer (VFS - Virtual
File System). Specific file system details are of the
responsibility of each file system technology (SN-
MPFS, SMB, NTFS and so on). As a result, all the
information is stored under the same naming tree.

2.1 Topology

The system topology is straightforward: on one side,
several SNMP agents, associated with diverse enter-
prise resources; on the other side, one or more work-
stations mount the agents’ information through the
SNMPFS (Figure 2).

Figure 2: Simplified topology.

It is possible that two or more workstations mount
the same agents in its local file system. For read oper-
ations this does not present any problem. However,
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for update operations it is possible that potentially
many processes try to change the same value.

2.2 Locking

In conventional distributed file systems, file locking
is essential for coordinating access to shared informa-
tion among cooperating processes. If multiple pro-
cesses are writing to the same file it is necessary
to regulate the access through some kind of locking
mechanism. In SNMPFS, locking is performed by the
agent, in accordance with the managed object defini-
tion, since SNMP agents may also be updated by net-
work management applications concurrently. Some
MIBs provide a mechanism to regulate concurrent ac-
cess. The Expression MIB (Kavasseri, 2000), for ex-
ample, has tables with a special column used to in-
stantiate the row – RowStatus (McCloghrie et al.,
1999b).

2.3 Security

SNMP is inherently insecure. Although true for the
versions 1 and 2c, SNMPv3 present a modular se-
curity architecture based on cryptographic protocols
and algorithms. It is mandatory that SNMPv3 im-
plementations support the HMAC-MD5-96 protocol
for authentication. They can also support the HMAC-
SHA-96 for authentication and the CBC-DES for pri-
vacy (Blumenthal and Wijnen, 2002). More recently,
a new privacy protocol was added. (Blumenthal et al.,
2004) describes the Advanced Encryption Standard
(AES) for SNMPv3 in the SNMP User-based Secu-
rity Model which can be used as an alternative to the
CBC-DES.

The SNMPv3 security service provides data in-
tegrity, data origin authentication, data confidential-
ity and message timeliness as well as limited replay
protection. It is based on the concept of a user, identi-
fied by a userName, with which security information
is associated. In addition to the user name, an authen-
tication key (authKey) is shared between the commu-
nicating SNMP engines, ensuring authentication and
integrity. A privacy key (privKey), also symmetric,
ensures confidentiality.

Complementing the communication security, the
SNMPv3 model also provides access control through
a view-based access control model (Wijnen et al.,
2002). This model grants or denies access to MIB
portions (view subtrees) according to the predefined
configuration and the current user permissions.

The security details for SNMPv3, either for
authentication, integrity, confidentiality and ac-
cess control, dictates the security functions for the

SNMPFS. We have to pass to the file system the
authentication and the access control required by
the SNMP model. The authentication problem is
performed by the system when mounting the file
system. A similar approach is followed for NFS or
SMB shares:
mount -t smb //server/share /mnt -o
username=aUser,password=xxx.
If the server recognizes the username and password,
the host is allowed to access the file system and a
user ID (uid) is associated with it.

Access control is enforced by file permissions. In
Unix, each file has a set of permissions (read, write,
execute) for the file owner, group and others. For ex-
ample, the permissions
-rwxr-x---
gives the owner the possibility to read, write and ex-
ecute the file, the group to read and execute and no
other user can read, write or execute.

SNMPFS translates each file permission to the
View-based Access Control mechanism of the SN-
MPv3.

2.4 Attributes

File system entries, such as files or directories, are
characterized by a set of attributes which describes
their fundamental aspects, such as size, date, permis-
sions, name and others. The name and number of at-
tributes is typically static, meaning that it is not pos-
sible to add or remove further information to each file
system entry latter on.

An attribute which is necessary to better describe
the data types and the structure of an SNMP agent is
the MIB tree it implements. The MIB tree is described
in a set of MIB files which contain each node name,
data type, restrictions and role. With this information,
the SNMPFS can present to the user a more meaningful
set of file names as well as file types (a table, a string,
an int, etc). In particular, this information is valuable
for tables, which the SNMPFS exports as Coma Sep-
arated Values (CSV) format and can be opened and
edited by a spreadsheet, such as Microsoft Excel or
OpenOffice Calc.

To be able to access the meta-information about
management data, the SNMPFS has the possibility to
load MIB files from a specific directory. This infor-
mation will allow the files to have a more meaningful
name as well as adapting the content to the nature of
the information it stores.
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3 IMPLEMENTATION DETAILS

The SNMPFS implements a gateway between regular
file system access primitives and SNMP commands.
Generally, file systems are implemented at kernel
space, however, we chose to implement the file sys-
tem in userspace to facilitate the development and test
process. We used FUSE (FUSE, 2011), a stable and
well known API for file system development.

The SNMP information is somehow austere,
mainly because of the Object IDs (OIDs) that it uses
to identify each managed object. The OID is a se-
quence of integer values, separated by a ‘.’ (dot):
1.3.6.1.2.1.1.1.0. This sequence defines a path in the
agent’s tree of objects, referring to a specific value
(Figure 3). This path, for example, points to a specific
object, which refers to a value resulting from device
instrumentation.

1

1 2

1 2

1 2 3

3 4

3

"Joe" "Somewhere" 1234
1.2.2.1.0 1.2.2.2.0 1.2.2.3.0

Figure 3: Scalar values organization in the agent.

In Figure 3, for example, the OID 1.2.2.1 refers to
the lower left node in the tree. This node is associ-
ated with a specific value, a scalar, in this case, which
contains the string “Joe”. The scalar is viewed as an
additional node, a leaf, and is referred by adding a ’.0’
to the OID.

Each object, the circles in the figure, has a set of
attributes or meta-information, which allows the user
to get the semantics of the value (what does “Joe”
stands for). The attributes, as well as the overall struc-
ture, is described in a file, called a Management Infor-
mation Base (MIB), which associates a descriptive,
meaningful, name to each object and further describes
the data type, access restrictions, OID structure and
others. From the user perspective, this also allows
mapping the sequence of integers to a short name: it

is easier to refer to each object by the short name,
instead of the OID (get sysDescr, instead of get
1.3.6.1.2.1.1.1.0).

After parsing the MIB files, the SNMPFS performs
this mapping, storing the meta-information to im-
prove the information provided to the user by the file
system. The OID in the sequence of integers format
will only be used when the MIB is not available.

3.1 The MIB Parser

As mentioned above, the MIB structure is important
to SNMPFS to provide a more useful and meaningful
view of the file system. MIB files are written in a
subset of the Abstract Syntax Notation One (ASN.1),
called “Structure of Management Information” (Mc-
Cloghrie et al., 1999a). The MIB must be parser so
that the tree, nodes, types and objects extracted. We
are using Marser (Marser, 2007), an API to parse SMI
(v1 and v2).

Moreover, the information from the MIB allows to
identify tabular information, which further helps the
file system to present the information to the user in
a more manageable way. In this case, tables will be
available is CSV format, allowing the user to read and
modify it using a spreadsheet application.

Tables are represented as a further extension to the
OID tree (Figure 4). As in the previous case, where
each scalar is retrieved from a leaf, tabular values are
retrieved from several leafs, hanging on the OIDs that
represent the columns (in the figure, the table is re-
ferred with the OID 1.2.3, which has the columns
1.2.3.1 and 1.2.3.2).

1

1 2

1 2

1 2

3 4

3

192.168.1.1 192.168.100.254
192.168.64.12
193.136.34.10

192.168.100.253
192.168.100.252

Figure 4: Tabular values organization in the agent.

One or more of the columns are the index, which
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allows to retrieve the rows in the table. So, to
get the first value of the table, it is necessary to
issue: get 1.2.3.2.192.168.1.1, which yields
192.168.100.254.

3.2 Files

When dealing with agents with an unknown structure,
the user usually has to explore the management in-
formation tree, retrieving all the information that the
agent stores. This operation is called ‘walk’, because
it allows to visit all the places “hidden” in the agent.
The SNMPFS has a special file which allows doing pre-
cisely this. The file, called walk.txt, lists all the
managed objects retrieved as the result of a ’walk’
operation. By simply opening this file in a text editor,
the user will be able to immediately see the objects
the SNMP agent implements:

s y s D e s c r ; 1 . 3 . 6 . 1 . 2 . 1 . 1 . 1 . 0
s y s O b j e c t I D ; 1 . 3 . 6 . 1 . 2 . 1 . 1 . 2 . 0
sysUpTime ; 1 . 3 . 6 . 1 . 2 . 1 . 1 . 3 . 0
s y s C o n t a c t ; 1 . 3 . 6 . 1 . 2 . 1 . 1 . 4 . 0
sysName ; 1 . 3 . 6 . 1 . 2 . 1 . 1 . 5 . 0
s y s L o c a t i o n ; 1 . 3 . 6 . 1 . 2 . 1 . 1 . 6 . 0
s y s S e r v i c e s ; 1 . 3 . 6 . 1 . 2 . 1 . 1 . 7 . 0
sysORLastChange ; 1 . 3 . 6 . 1 . 2 . 1 . 1 . 8 . 0
sysORID ; 1 . 3 . 6 . 1 . 2 . 1 . 1 . 9 . 1 . 2 . 1
sysORID ; 1 . 3 . 6 . 1 . 2 . 1 . 1 . 9 . 1 . 2 . 2
sysORID ; 1 . 3 . 6 . 1 . 2 . 1 . 1 . 9 . 1 . 2 . 3
sysORID ; 1 . 3 . 6 . 1 . 2 . 1 . 1 . 9 . 1 . 2 . 4
sysORID ; 1 . 3 . 6 . 1 . 2 . 1 . 1 . 9 . 1 . 2 . 5
sysORID ; 1 . 3 . 6 . 1 . 2 . 1 . 1 . 9 . 1 . 2 . 6
. . .

With the information obtained in the file, the user
can configure the file system, describing which files
should be available and what is the name they should
have. The configuration is written is XML and de-
fine all the aspects of the file-system: the agent’s ad-
dress, access credentials, MIBs to load, which nodes
to show and where to mount:

<d e v i c e name=” d e v i c e”>
<mount d i r =” tmp ” />

<mibs d i r = ” . . / mibs /”>
<mib f i l e =”SNMPv2�MIB”/>
<mib f i l e =”RFC1213�MIB”/>
<mib f i l e =” IF�MIB”/>

</mibs>

<snmp a d d r e s s = ” 1 9 2 . 1 6 8 . 1 . 1 ” p o r t =”161”
v e r s i o n =” v2c ” community =” p u b l i c ” />

<e n t r i e s >
<s c a l a r l a b e l =” sysUpTime ” />
<s c a l a r l a b e l =” s y s D e s c r ” />
<t a b l e l a b e l =” i f T a b l e ” />
<t a b l e o i d = ” . 1 . 3 . 6 . 1 . 4 . 1 . 6 3 . 5 0 1 . 3 . 2 . 2 ”

f i l e =” myTable”>
<c o l o i d = ” . 1 . 3 . 6 . 1 . 4 . 1 . 6 3 . 5 0 1 . 3 . 2 . 2 . 1 . 1 ” />
<c o l o i d = ” . 1 . 3 . 6 . 1 . 4 . 1 . 6 3 . 5 0 1 . 3 . 2 . 2 . 1 . 2 ” />
<c o l o i d = ” . 1 . 3 . 6 . 1 . 4 . 1 . 6 3 . 5 0 1 . 3 . 2 . 2 . 1 . 3 ” />
<c o l o i d = ” . 1 . 3 . 6 . 1 . 4 . 1 . 6 3 . 5 0 1 . 3 . 2 . 2 . 1 . 4 ” />
<c o l o i d = ” . 1 . 3 . 6 . 1 . 4 . 1 . 6 3 . 5 0 1 . 3 . 2 . 2 . 1 . 5 ” />
<c o l o i d = ” . 1 . 3 . 6 . 1 . 4 . 1 . 6 3 . 5 0 1 . 3 . 2 . 2 . 1 . 6 ” />
<c o l o i d = ” . 1 . 3 . 6 . 1 . 4 . 1 . 6 3 . 5 0 1 . 3 . 2 . 2 . 1 . 7 ” />
<c o l o i d = ” . 1 . 3 . 6 . 1 . 4 . 1 . 6 3 . 5 0 1 . 3 . 2 . 2 . 1 . 8 ” />
<c o l o i d = ” . 1 . 3 . 6 . 1 . 4 . 1 . 6 3 . 5 0 1 . 3 . 2 . 2 . 1 . 9 ” />
<c o l o i d = ” . 1 . 3 . 6 . 1 . 4 . 1 . 6 3 . 5 0 1 . 3 . 2 . 2 . 1 . 1 0 ” />
<c o l o i d = ” . 1 . 3 . 6 . 1 . 4 . 1 . 6 3 . 5 0 1 . 3 . 2 . 2 . 1 . 1 1 ” />
<c o l o i d = ” . 1 . 3 . 6 . 1 . 4 . 1 . 6 3 . 5 0 1 . 3 . 2 . 2 . 1 . 1 2 ” />

</ t a b l e>
</ e n t r i e s >

</ dev i ce>

The previous configuration file will result in the
appearance of 5 files in the ‘tmp’ directory – two ta-
bles, two scalars and the walk.txt (Figure 5).

Figure 5: Screenshot of an SNMPFS directory.

3.3 Values and Tables

Each file representing a scalar simply has to get the
value from the agent each time it is read. In the pre-
vious configuration file, the scalar ’sysUpTime’ and
’sysDescr’ show as files, containing the information
from the agent located in 192.168.1.1.

Tables, because of the tree like structure, require
more processing. The algorithm we follow is:

r e a d c o n f i g u r a t i o m f i l e ;
f o r each e n t r y

i f i s t a b l e
r e a d columns ;
i f columns empty

r e a d columns from MIB ;
f o r each column

w h i l e has more l e a f s
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g e t l e a f ;
s t o r e i n row , column ;

end ;

The fetch of values and store in row and column
format allows to build the content around the CSV
format, that can be manipulated by a spreadsheet ap-
plication (Figure 6).

4 USE CASES

In system and network management, the administra-
tors are used to create scripts to automate some of the
typically repetitive and/or boring maintenance activ-
ities. Many of this scripts work by reading, writing
and updating configuration files, altering the way dae-
mons and services work (such as e-mail, HTTP, SSH,
. . . ). The SNMPFS enables mapping SNMP informa-
tion to a file system structure, thus contributing to
the integration of monitoring, configuration and ac-
counting processes. In other words, the SNMPFS will
foster administrators to develop new tools easier and
to use the same tools in different scenarios because
of the transparency and integration of the file system
paradigm.

The extension of the file system with files re-
lated to instrumentation and configuration informa-
tion from network devices will further alleviate the
burden. By mounting several devices in the same file
system, where each directory represents a different
agent, enables the administrators to be able to make
queries or change values on all the equipment, just by
browsing the file system.

4.1 Monitoring

Monitoring operations require the user to retrieve,
process, analyse and visualize instrumentation infor-
mation. For example, several parameters can be
queried to get the status of remote hosts (Table 1).

Table 1: Monitoring examples.

Query Object Type
the number of users on a system hrSystemNumUsers scalar
the bytes transmitted ifInOctets;ifOutOctets table
the storage areas hrStorageTable table
the processor load hrProcessorLoad table

Other common operation is to build the topology
map of the network, representing the connections and
hosts structure. This is done with the help of the
IP forwarding table, maintained in the switches and
routers. Each table gathers the MAC addresses in
each port, allowing the correlation of addresses into

building a visual representation of the network topol-
ogy. By replicating this information (a simple copy
will do), will enable to create a view of the network a
specific times.

4.2 Configuration

One challenge on integrated management of networks
is how to apply policies that are transversal to more
that one equipment. The integration of several SNMP
agents in the same file system can enable the admin-
istrator to create sound scripts to apply the policy.

In complement to these use cases, one that is be-
ing currently addressed is the use of version control
systems for maintaining snapshots of SNMP agents’
configuration. Each type and version of equipment
has different ways for manipulating their configura-
tions, because of the MIBs they implement. With the
SNMPFS, administrators can make use of already ac-
cepted solutions for version control. A Distributed
Version Control, such as GIT2 enables to have a mas-
ter repository for each agent as well as a local reposi-
tory in the management stations.

The first mount of the agent, a new repository is
created and the files are added, tagged as the initial
commit. This local repository is pushed to the mas-
ter repository, which will work as another, more gen-
eral, versioning peer. The master is configured for
post commit routines, that will update the directory
where the agent is mounted. The master will apply the
changes in the file system, configuring the equipment
accordingly and changing the properties that enables
the updated of the configurations. This enables that
different administrators can work on their stations us-
ing the repositories for changing configurations and
the push the configurations to the master that will
change the agents’ status. Moreover, using tags to
identify specific configuration versions allows to eas-
ily change form one configuration to another.

4.3 Scheduling Operations

Modern operating systems have tools that enables
users to schedule jobs (commands or shell scripts) to
run periodically at certain times or dates. One such
tool, popular un Unix-like operating systems, is cron,
used to automate system maintenance or administra-
tion. Proper configured cron jobs allows to activate
some options at some time on agents, for example, to
shutdown several devices at a specific time. More-
over, it also allows to watch files for specific val-
ues for, for example, triggering some configuration
change or event (send emails, executing commands).

2http://git-scm.com/
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Figure 6: Editing the ifTable with a spreadsheet.

5 CONCLUSIONS

Accessing and updating information is a frequent op-
eration in virtually any activity. Because of the evolu-
tion of computing platforms, the electronic informa-
tion is associated with the concept of files, residing
in a generic storage mechanism. Usually, the files
are updated by general use applications, such as of-
fice suites or drawing editors. Often, the content is
in plain text, allowing standard editors to retrieve and
update the information.

Because of the ubiquity of files, modern operat-
ing system have an extensive set of tools to deal with
the maintenance of files, such as renaming, creating,
copying, backing up and restore, and so on. In en-
terprises, work files are typically stored in network
storage, made available through a virtual file system
in local desktop computers.

Network and system management (NSM) is a ma-
jor concern for maintaining the system in good work-
ing conditions. Many of the tasks involved in NSM
require monitoring and updating information result-
ing from instrumentation procedures in applications,
services and equipment. The paradigm in traditional
NSM models rely on client-server protocols, through
special purpose applications.

The SNMPFS, proposed in this paper, integrates
network devices, applications and service manage-
ment in a common platform and paradigm – the file
system. In this way, network management operations
can benefit from the existing powerful operating sys-
tem tools to monitor, update instrumentation, config-
uration and monitoring information.
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Abstract: In crisp contexts taxonomies are used in different steps of the mining process. When the objective is the 
generalization they are used, manly, in the pre-processing or post-processing stages.  On the other hand, in 
fuzzy contexts, fuzzy taxonomies are used, mainly, in the pre-processing step, during the generation of 
extended transactions. A great problem of such transactions is related to the generation of huge amount of 
candidates and rules. Beyond that, the inclusion of ancestors in the same ends up generating problems of 
redundancy. Besides, it is possible to see that many works have directed efforts for the question of mining 
fuzzy rules, exploring linguistic terms, but few approaches have proposed new steps of the mining process. 
In this sense, this paper propose the Context FOntGAR algorithm, a new algorithm for mining generalized 
association rules under all levels of fuzzy ontologies composed by specialization/generalization degrees 
varying in the interval [0,1]. In order to obtain more semantic enrichment, the rules may be composed by 
similarity relations, which are represented at the fuzzy ontologies in different contexts. In this work the 
generalization is done during the post-processing step. Other relevant points are the specification of a 
generalization approach; including a grouping rules treatment, and an efficient way of calculating both 
support and confidence of generalized rules during this step. 

1 INTRODUCTION 

An important task in data mining is the mining 
association rules, introduced in (Agrawal et al., 
1993). In traditional algorithms of association, like 
Apriori, the rules are generated based only on 
existing items in the database. This characteristic 
makes an excessive amount of rules be produced. In 
this sense, the domain knowledge, represented via 
taxonomies, can be used in order to obtain more 
general patterns, facilitating the user’s 
comprehension. The association task using 
taxonomic structures is called mining generalized 
association rules, and was introduced by (Srikant 
and Agrawal, 1995) and (Jiawei Han and Fu, 1995).  

According to the authors, ancestors of taxonomy 
are inserted into database transactions, which are 
called extended transactions. Then, from these 
extended transactions, it is applied an algorithm for 
extract the final set of rules, which can be composed 
by traditional rules and generalized ones. However, 
the inclusion of ancestors in the database 
transactions results the generation of many candidate 
itemsets, in addition, algorithms using such 

transactions ends up generating redundant patterns, 
making it extremely necessary the use of interest 
measures for eliminate redundancies. On the other 
hand, some works, like (Carvalho et al., 2007) for 
example, show that the post-processing stage can be 
more advantageous, because few candidates and 
rules are generated. Moreover, it is eliminated the 
need of measures used for prune redundant rules, 
since the process is made based on the traditional 
patterns generated. 

However, in many applications of the real world 
ontologies and taxonomies may not be crisp, but 
fuzzy (Wei and Chen, 1999), because some 
applications do not have classes of objects with 
pertinence criteria precisely defined (Zadeh, 1965). 
In this context, Wei and Chen (Wei and Chen, 1999) 
introduced the use of fuzzy taxonomies. They 
considered the partial relationships possibly existing 
in taxonomies, where an item may partially belong 
to more than one parent. For instance, tomato may 
partially belong to both fruit and vegetable with 
different degrees. Wei and Chen thus defined a 
fuzzy taxonomic structure and considered the 
extended degrees of support, confidence and interest 
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measures for mining generalized association rules. 
However, most of the works are focused in to 
improve methods of to obtain generalized fuzzy 
association rules, which are the ones composed by 
linguistic terms, but few works have directed efforts 
for improve the exploring of generalized rules under 
fuzzy concept hierarchies, mainly in relation to the 
stage that they are used. 

Besides, some works, like (Miani et al., 2009) 
and (Escovar et al., 2006), explore the semantic 
enrichment through similarity relations. However, 
these works do not consider that the degree of a 
similarity relation, between two or more elements, it 
is also related to the point of view or to the context 
analysed. For example, consider the problem of 
compare two vegetables, tomato and khaki, in 
relation to two different points of view (contexts), 
appearance and flavour. In respect to the appearance 
context, would be possible to check that tomato is 
very similar to khaki, with a very high degree of 
similarity; but in relation to the flavour, would be 
possible to check that both are bit similar, with a 
minor degree of similarity.   

Thus, this paper presents the Context FOntGAR 
algorithm for mining generalized association rules, 
using fuzzy ontologies composed by relationships of 
specialization/generalization varying in the interval 
[0,1], and similarity relations with different degrees 
according to the context. The generalization can to 
occur in all levels of fuzzy ontologies. The paper is 
organized as follow: Section two shows some related 
works. Section three presents the Context FOntGAR 
algorithm. The section four presents the 
experiments, and the section five shows the 
conclusions. 

2 BACKGROUND 

Aiming to obtain general knowledge, the generalized 
association rules, which are rules composed by items 
contained in any level of a given taxonomy, were 
introduced by (Srikant and Agrawal,1995). There 
are many works using crisp taxonomic structures. 
These works are distinguished, mainly, in function 
of the stage (of the algorithm processing) in which 
these structures are used.  

In the pre-processing, the generalized rules are 
obtained through extended databases, and these 
bases are generated before the pattern generation. 
Extended databases are the ones composed by 
transactions containing items of the original 
database and ancestors of the taxonomy. In the post-
processing the generalized rules are obtained after 

the generation of the traditional rules, through a sub-
algorithm that uses some generalization 
methodology based on the patterns generated.      

In (Wu and Huang, 2011), the mining is made 
using an efficient data structure. The goal is to use 
the structure for find rules between items in different 
levels of a taxonomy tree, under the assumption that 
the original frequent itemsets and association rules 
were generated in advance. Thus, the generalization 
occurs during the post-processing step. In relation to 
the post-processing, (Carvalho et al., 2007) proposed 
the GARPA algorithm. The algorithm, unlike what 
was proposed by (Srikant and Agrawal, 1995), do 
not insert ancestor items in the database transactions. 
The generalization was done using a method of 
replacing rule items into taxonomy ancestors. From 
the quantitative point of view, this process is  more 
advantageous than proposed by (Srikant and 
Agrawal, 1995), because implies a smaller amount 
of candidates, and consequently of rules generated, 
dispensing the use of measures for pruning 
redundant rules. 

In mining generalized rules, most of the works 
using fuzzy logic are mainly focused in to obtain 
generalized fuzzy association rules, which are the 
ones composed by fuzzy linguistic terms, such as 
young, tall, and others. In such approaches are used 
crisp taxonomies and the linguistic terms are 
generated based on fuzzy intervals, normally 
generated through clustering. Besides, these works 
are directed to explore quantitative or categorical 
attributes. In this context we can to point, for 
example, the works (Hung-Pin et al., 2006), 
(Mahmoudi et al., 2011), (Cai et al., 1998), (Hong et 
al., 2003) and (Lee et al., 2008). On the other hand, 
few works use fuzzy taxonomies in order to obtain 
their rules. In this case, the focus is not the exploring 
of patterns composed by linguistic terms, but it is 
how to explore taxonomic structures composed by 
different specialization/generalization degrees.  

The problem of mining generalized rules using 
fuzzy taxonomies was proposed by (Wei and Chen, 
1999). They included the possibility of partial 
relationship in taxonomies, i.e., while in crisp 
taxonomies the specialization/generalization degrees 
are 1, in fuzzy structures such degrees vary in the 
interval [0,1]. So, the degree ߤ௫௬ which any node y 
belongs to its ancestor x can be derived based upon 
the notions of subclass, superclass and inheritance, 
and may be calculated using the max-min product 
combination. Specifically, ߤ௫௬ = max∀: ௫ → ௬( min∀		  )  (1)ߤ

Where l: ݔ	 →  is one of the paths of attributes ݕ	
x and y, e on l is one of the edges on access l, ߤ is 
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the degree on the edge e on l. If there is no access 
between x and y,   ߤ௫௬ = 0 (Wei and Chen, 1999). 

In addition to defining such structures, they also 
consider extended degrees of support and confidence. 
The degree of the extended support (Dsupport) is 
calculated based on this ߤ௫௬. If a is an attribute value 
in a certain transaction t  ∈ T, T is the transaction set, 
and x is an attribute in certain itemset X, then, the 
degree ߤ௫ can be viewed as the one that the 
transaction {a} supports x. Thus, the degree that t 
supports X may be obtained as follows: ߤ௧ = 	 ௧ݐݎݑݏ = min	∀ ௫∈	(max∀	∈௧  ௫)) (2)ߤ

Furthermore, an ∑ܿݐ݊ݑ operator is used to sum 
up all degrees that are associated with the 
transactions in T, in terms of how many transactions 
in T support X:  	்	∋	௧	∀)	ݐ݊ݑܿ (௧ݐݎݑݏ = 	  ்	∋	௧	∀)	ݐ݊ݑܿ  ௧)  (3)ߤ

Thus, the support of a generalized association 
rule X → Y, let X ∪	Y = Z ⊆ I, can be obtained as 
follows, where |ܶ| is the total of transactions in the 
database: ∑ 	்	∋	௧	∀)	ݐ݊ݑܿ |ܶ|         (4)	௧)/ߤ

Similarly, the confidence (X → Y), called 
Dconfidence, can be obtained as follows: ∑ 	்	∋	௧	∀)	ݐ݊ݑܿ ∑	/(௧ߤ ∀)	ݐ݊ݑܿ ௧	∈	்	 ௧)  (5)ߤ

It is important to say in (Wei and Chen, 1999) 
only the concepts are defined and in (Chen and Wei, 
2002) the authors proposed two algorithms to realize 
the mining, one working with the mentioned 
taxonomies, and other working with these 
taxonomies and linguistic terms. The first was called 
FGAR, and the second was called HFGAR, both 
algorithms use the same concept of extended 
transactions. 

A similar work can be found in (Keon-Myung, 
2001), however, it is related to the mining 
generalized quantitative association rules. The 
authors use two different structures: fuzzy concept 
hierarchies and generalization hierarchies of fuzzy 
linguistic terms. In the first, a concept may have 
partial relationship with several generalized 
concepts, and the second is a structure in which 
upper level nodes represent more general fuzzy 
linguistic terms. 

As well as Wei and Chen (Wei and Chen, 1999), 
(Keon-Myung, 2001) also use the technique of 
extended transactions. Besides, it is considered the 
use of interest measures for prune redundant rules. 
According to (Wen-Yang et al., 2010), the works 
using fuzzy taxonomies, like proposed by (Wei and 

Chen 1999), require the same be static, ignoring the 
fact they cannot necessarily be kept unchanged. For 
example, some items may be reclassified from one 
hierarchy tree to another for more suitable 
classification. 

In this sense, the work (Wen-Yang et al., 2010) 
introduces an algorithm where the final set of rules 
generated can be updated according to the evolution 
of the structures. The evolution can to occur due 
four basic causes: insertion, deletion, renaming and 
reclassification of items.  Fuzzy taxonomies are used 
and, as well as (Wei and Chen, 1999), (Keon-
Myung, 2001), and (Wen-Yang et al., 2010), the 
generalized rules are obtained using extended 
transactions. 

Thus, in respect to the use of fuzzy taxonomies, 
composed by degrees of specialization/ 
generalization varying in the interval [0,1], the 
works (Wei and Chen, 1999) , (Keon-Myung, 2001), 
and (Wen-Yang et al., 2010), are the most relevant 
found in the literature.   

On the other hand, some works, like (Escovar et 
al., 2006) and (Miani et al., 2009) are directed to the 
semantic of the data mined. They use ontologies for 
extract associations of similarity existing between 
items of the database. These relations are 
represented in the leaves of ontology, but the 
specialization/generalization degrees are constant 1, 
like crisp ontologies. The work (Miani et al., 2009) 
is an extension of (Escovar et al., 2006), and the 
main differences are the introduction of a 
redundancy treatment and a step of generalizing 
non-frequent itemsets. However, both algorithms are 
limited, since generalizes at only one level of 
ontology (leaf nodes to parents). 

As said, these works do not consider the question 
of context in the similarities represented at the 
leaves. In this line, the work (Cerri et al., 2010)  
propose an Upper Fuzzy Ontology With Context 
Representation (UFOCoRe), an approach that 
represent multiple relationship strengths in a single 
ontology, so that it is possible to express different 
relationship semantics depending on the context 
chosen. The approach does not define context 
ontology like the ones used in context-aware 
systems, but it allows organizing the context 
information of multiple perspectives in single 
domain ontology. As described, there are few works 
dealing with mining generalized association rules 
under fuzzy taxonomies. Besides, most of the works 
are inserted in the line of mining generalized fuzzy 
association rules, which is a concept smoothly 
different, since for it are used crisp taxonomies and 
the fuzzy generalized rules are obtained, most of the 
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time, with the utilization of linguistic terms. Besides, 
it is possible to see a bias, which is the realization of 
the generalization process exploring fuzzy 
taxonomies during the pre-processing stage, through 
extended transactions. In this sense, considering the 
concept of fuzzy taxonomies, presented in (Wei and 
Chen, 1999), no work to date was proposed for 
obtain generalized rules during the post-processing 
stage including the questions of similarity relations 
considering context. 

3 THE PROPOSED ALGORITHM 

The aim of the Context FOntGAR is post-process a 
set of specialized association rules (AR) using fuzzy 
ontologies, in order to obtain a reduced non-
redundant and more expressive set of generalized 
rules, facilitating the user’s comprehension. Figure 1 
illustrates all steps of the Context FOntGAR 
algorithm. The steps colored in grey are the main 
points of our algorithm. 

3.1 Main Ideas 

The process of generating traditional association 
rules is based on Apriori (Agrawal and Srikant, 
1994), and as an mining association rule algorithm, 
it needs of an user-provided minimum support and 
minimum confidence parameters to run. Moreover, 
it needs of a minGen, a side and a context 
parameters: 

• minsup, which indicates the minimum support; 
• minconf, represents the mininum confidence; 
• minGen, which represents the minimum quantity 
of   descendants in different specialized rules; 

• minSim, which is the minimum similarity used 
in the reasoner inferences (Miani et al., 2009);  

• side, which represents the side of generalization; 
• context, which represents the context used in the 
similarity; 
The minsup, minconf, minGen and minSim 

parameters are expressed by a real value in the 
interval [0,1]. The side parameter is expressed by a 
string left, right or lr, indicating the generalization 
side. The generalization can be done on one side of 
the rule (antecedent or consequent) or both sides (lr: 
left and right side). While the left side indicates 
relations between classes of items and specialized 
items, the side right indicates relations between the 
specialized items and classes of items. The side lr 
indicates relations between classes. The similarities 
are represented in the leaves of ontology. Relations 

with similarity degree value greater than or equal to 
the user-provide minSim (Miani et al., 2009) can be 
show in the rules generated, increasing the semantic 
enrichment of the same. The generalization is made 
through a sub-algorithm that uses a methodology of 
grouping and replacement in the rules. In this 
methodology, two or more rules are grouped in order 
to be replaced by a unique generalized rule. Several 
groups can be generated, and the grouping is done 
based on the parameter side and on the fuzzy 
ontology. In this case, two or more rules having 
identical parents in the side of generalization are 
grouped in a same group. 

It is important to say that a group is generated 
only if two or more rules can be grouped, because is 
not reasonable generalize a unique rule. As several 
groups may be generated, various generalized rules 
may be obtained. During the grouping, the ancestors 
analyzed are the immediate ones of items present on 
rules in question, which are the ancestor presents in 
the current level of generalization. The parameter 
side indicates the generalization side. Thus, when 
this parameter is set with left or right, if two or more 
rules have the same elements in the opposite of side, 
and have identical parents in relation to the items 
present in the side, then these rules are placed in a 
same group. For example, supposing ontology of 
bread and milk, where bread is a breadA, breadB, 
breadC, breadD, breadE, and milk is a milkA, milkB 
milkC. Suppose the algorithm generates, during the 
extracting patterns stage, a set of traditional rules 
milkA → breadA, milkA → breadB, milkA → 
breadC, which are the ones composed only by leaf 
nodes. 

 
Figure 1: Steps of the Context FOntGAR. 

When the parameter side is lr, if two or more rules 
have the same parents in relation to the
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Figure 2: Pseudo-code of generalization.

antecedent items, and, respectively, have the same 
parents in relation to the consequent items, then 
these rules will be grouped together. For example, 
considering that traditional rules milkA → breadA, 
milkB → breadB, milkC → breadC have been 
generated. Comparing these rules, we can see that 
they have the same parent in relation to the 
antecedent, and respectively, they have the same 
parent in relation to the consequent. Thus, these 
rules will be grouped together. 

It is important to say the rules used in the 
grouping can be composed by any quantity of items. 
At first, the patterns used during the generalization 
are the traditional ones generated by the extracting 
patterns stage. Posteriorly, the obtained generalized 
rules are treated in the same way, in order to obtain a 
new set of generalized rules. Thus, it is a recursive 
process. An important point is that generalized rules 
can be generated without the use of all descendants 
of an ancestor. In this sense, to avoid an over-
generalization, a set of specialized rules contained in 
a group can be substituted by a more general rule 
only if a minGen parameter (Miani et al., 2009) was 
satisfied. Consider that the minGen value is 0.6 
(60%), and the side is lr, the rule milk → bread will 
be generated even if there is no rule for each kind of 
bread and milk in the current group, but only if 60% 
of descendants of bread and milk are present in this 
set of rules. Thus, the use of minGen could produce 
a semantic loss. In this sense, in order to guide the 
user’s comprehension, the algorithm show the items 
which have not participate in the generalization 

process. For example, suppose the item breadE is 
not present in the specialized AR set, the generalized 
rule are shown as milk → bread (-breadE), 
indicating that the item breadE did not compose the 
generalization. 

 In this research, for represent a fuzzy ontology 
with specialization/generalization degrees varying in 
[0,1] and context in similarity relations, we follow 
the ideas described in two  meta-ontologies, 
proposed in (Agrawal and Srikant, 1994), and (Cerri 
et al., 2010) respectively. Both are upper ontologies 
as it represent fuzzy constructs to be inherited and/or 
instantiated by specific domain ontologies. Such 
ontologies are based on OWL DL (Smith et al., 
2004), a W3C recommendation supported by several 
reasoners and application programming interfaces 
used to develop ontology-based applications. 

3.2 The Algorithm Step by Step 

First, the ontology reasoner is used to infer the 
membership degrees of the leaves in relation to the 
ancestors, through the equation 1 of the section two. 
These degrees are stored in a data structure. The 
steps of data scanning, generating candidates and 
generating rules are done similarly to the Apriori. 
At end of generating rules we have a set of 
specialized rules, which will be used on the 
generalization treatment. Then, the generated rules 
and the side of generalization are passed to the 
groupingRules function (line 7), which is 
responsible by the grouping treatment mentioned 
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above. Posteriorly, for each group generated, all 
rules in a group are represented by a more general 
rule (line 10). So, the minGen parameter (line 11) is 
checked, besides, it is verified if antecedent ∩ 
consequent = 0 and if no consequent item is ancestor 
of any antecedent item (line 12). If such verifications 
are satisfied (line 13), the calculus of support is 
done. If the general rule is not frequent then the 
generalization is not made. In this case, if the level is 
1 (line 19), the rules of the corresponding group are 
inserted in the result. But if the general rule is 
frequent, the rules of the corresponding group are 
replaced by the same, and it is inserted in the result.  

After that, if there are generalized rules, the same 
are used in the next level of generalization. If this 
situation is true for all next levels, the generalization 
process will be done until a level below the ontology 
root. However, if there is no generalized rule at a 
certain level, then will be impossible generalize in 
the next levels. When this happens, the 
generalization process is concluded. After the 
generalization treatment, the algorithm uses the 
ontology reasoner to obtain the similarity relations. 
So, these relations are used in the non-generalized 
rules. Finally, after that, the algorithm enters its final 
stage, which is the results generation.  

3.3 Calculating the Support and 
Confidence Degrees 

Considering the fuzzy taxonomy of Figure 3, Fruit 
→ Meat is a generalized rule and {Fruit, Meat} is 
their itemset format. The support is calculated based 
on the sum of all degrees of transactions that support 
simultaneous occurrences of {Fruit, Meat}. 
However, {Fruit, Meat} is obtained and known only 
during the post-processing. Then, for obtain the 
degree of each transaction, it would be necessary a 
new scanning in the database. As many generalized 
rules may be generated, the quantity of new 
scanning also may be huge, and depending on the 
quantity of rows of the database, the performance of 
the algorithm would be affected. 

In Context FOntGAR we use two data structures 
(Figure 3 and Figure 4) to allow the calculating of 
support avoiding additional scan. Such structures are 
composed by keys and values. In Figure 3, a key is 
an item of the database or an ontology ancestor.  
Each key points a value, which is a vector storing 
the transaction identifiers where the key appear. The 
vector is an object of the class Vector in Java, 
dynamically created. The equation used in the 
calculus of support is derived of the Equation 2 
(section two). So, if we partitioned  the  same in  two 

subparts (Part 1 and Part 2), we have: 
• Part 1 = max∀	∈௧(ߤ௫)  
• Part 2 =	min	∀	௫∈	(   .(	࢚࢘ࢇࡼ
As said, we can have many generalized rules, but 

we don’t know what will be generated. So, the 
itemset format of each may be any X = {ݔଵ, … ,  ,{ݔ
where X is the generalized rule, and ݔଵ, … ,   areݔ
items of the rule. That way, during the first scan, we 
do the computation of Part 1, which is the degree 
that each transaction t supports an ancestor x. Based 
on the results of Equation 1, found at beginning of 
the algorithm, these degrees are calculated and 
stored in a data structure (Figure 4), where a key is 
the ancestor x (which will be present in generalized 
rules), and each key points a value, which is a vector 
storing the degrees mentioned. Thus, since the result 
of Part 2 correspond to min operator for the degrees 
related to any rule {ݔଵ, … ,  }, we use the storedݔ
degrees of ݔଵ, … ,  , for calculating the Part 2ݔ
obtaining the support of any generalized rule.             

An important point is that if ߤ௧ = 0 the 
transaction does not supports ݔ, then the degree ߤ௧௫ 
is not stored in the vector. Thus, each vector linked 
in a key of the Figure 3 has the same quantity of 
positions of the vector pointed out by the same key 
of the Figure 4. Besides, in such vectors, the values 
of correspondent positions are related. For example, 
through Figure 3 we can see that the key Fruit is 
present in three transactions, T1, T2 and T4. Then, 
from the Figure 4.5 we can infer that the degree 
which T1, T2 and T3 support Fruit is 1, 0.7 and 0.7, 
in the same order. 

 
Figure 3: Indexing items and ancestors. 

Now, consider an example about how calculate 
the support of the rule Fruit → Meat: First, the 
algorithm uses the structure shown in the Figure 3 
for    verify   the   quantity   of   transactions   in   the 
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Figure 4: Storing the transaction support degrees. 

 
Figure 5: Idea used in the calculating of support. 

intersection of values stored in vectors of these keys, 
since it represents all simultaneous occurrences of 
Fruit and Meat on the dataset transactions. Figure 5 
illustrates this idea. In this case we have two 
occurrences of {Fruit, Meat}. 

Then, in relation to each key, the algorithm uses 
the positions of these transactions in Figure 3 to 
found the degree which each transaction supports 
these ancestors. Such degrees are present in the same 
positions of the vectors linked at Fruit and Meat on 
the Figure 4. In this case we have: Fruit: 0.7/T2, 
0.7/T4; Meat: 0.6/T2, 1/T4, which are results of Part 
1. Based on these degrees, we use Part 2 to calculate 
the ߤ௧, where X is {Fruit, Meat}.  

For T2 we have: ߤ௧ = 	min	∀	௫∈	( (1	ݐݎܽܲ = min(0.7, 0.6) = 0.6 

For T4 we have: ߤ௧ = 	min	∀	௫∈	( (1	ݐݎܽܲ = min(0.7, 1) = 0.7 

So, according to Equation 3, we have 0.6 + 0.7 = 
1.3. Furthermore, the Equation 4 is used to calculate 
the support, which is 0.21. Although we presented a 
specific example, the process applies to any rule.  

3.4 Inferring Similarity Relations 
According to the Context 

As said before, for represent our fuzzy ontology, we 
follow the ideas described in two  meta-ontologies, 
proposed in (Agrawal and Srikant, 1994), and (Cerri 
et al., 2010). The approach proposed in (Cerri et al., 
2010) allows to represent, in a single ontology, 
distinct relationships according to different contexts.  

In relation to fuzzy relationships, they introduce 
the ctx:ContextFuzzyRelationMembership class, 
responsible for associating fuzzy relationships to 
several contexts. 

Ctx:ContextFuzzyRelationMembership is 
subclass of the fuzz:FuzzyRelationMembership class 
from the fuzzy ontology, thus it inherits 
fuz:fuzzyRelationDomain, fuz:fuzzyRelationRange, 
fuz:fuzzyRelationProp and fuz:membershipDegree 
properties. The context association is represented by 
ctx:hasContext and ctx:context properties, which 
link contexts to fuzzy relationships 
(fuz:FuzzyRelation) and fuzzy degrees respectively. 
By using such constructs, a domain expert can 
model fuzzy relationships from different 
perspectives, with specific fuzzy degrees according 
to each context. 

In our algorithm, the similarity degree values 
between items are represented in the fuzzy ontology 
leaves, which specify the semantics of the database 
contents. This step navigates through the fuzzy 
ontology structure to identify semantic similarity 
between items, according to the pre-defined context 
parameter. If according to a user-provide context the 
similarity degree between items is greater than or 
equal to the minSim parameter cited in section 3.1, a 
semantic similarity association is found and this 
association is considered similar enough. A fuzzy 
association of size 2 is made by these pair of items 
found and are expressed by the symbol ~ indicates 
the similarity relation between items, for example, ݅݉݁ݐ~݅݉݁ݐ. 

After that, this step verifies the presence of 
similarity cycles as proposed in (Escovar et al., 
2005). These are fuzzy associations of size greater 
than 2 that only exists if the items are, in pairs, 
sufficiently similar. The minimum size of a cycle is 
3, and the maximum is the number of sibling leaf 
nodes, for example, ݅݉݁ݐ~݅݉݁ݐ~݅݉݁ݐ. 
According to (Escovar et al., 2005), based on the 
concept of fuzzy intersection, the similarity degree 
value of a cycle is the minimum value found among 
the pairs. For example, if in a context ݅݉݁ݐ~݅݉݁ݐ 
are 0.8 similar; ݅݉݁ݐ~݅݉݁ݐ are 0.7 similar; ݅݉݁ݐ~݅݉݁ݐ are 0.5 similar, then 
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  are 0.5 similar. Similarity݉݁ݐ݅~݉݁ݐ݅~݉݁ݐ݅
cycles are obtained through the transitive property 
(Zadeh, 1965). All similarity relations and similarity 
cycles with degree values greater than or equal to the 
minsim are stored (as strings) by the algorithm. After 
that, this step does a search in the rules generated 
checking if the same have items that are included in 
some relation or cycle stored. In positive cases, these 
items are replaced by the correspondent string 
stored. We can say the positive cases are related to 
the traditional rules which have not been 
generalized, since the similarity relations are 
associated only to the leaf nodes. For example, 
suppose the rule: ݅݉݁ݐ,	݅݉݁ݐௗ  	݅݉݁ݐ	→ 	݅݉݁ݐ	, ݅݉݁ݐ	. Considering that there is a similarity relation ݅݉݁ݐ~݅݉݁ݐ, then the stored correspondent string, ݅݉݁ݐ~݅݉݁ݐ, it is inserted in the rule, replacing the 
single items ݅݉݁ݐ and 	݅݉݁ݐ	. So only the new 
rule, ݅݉݁ݐ	~	݅݉݁ݐ,  	݅݉݁ݐௗ	→	݅݉݁ݐ	,݅݉݁ݐ	, it is 
show by the algorithm. 

We can say that our approach is totally different 
than (Miani et al., 2009) and (Escovar et al., 2006). 
In these works, the inclusion of similarities in the 
rules is done through a concept of fuzzy item, which 
are a type of similarity representation. Such items 
are inserted in the set of candidates, during the 
candidate generation, and are used to generate the 
rules. Besides, a calculus of fuzzy occurrences also 
is done.  Another different point is that (Miani et al. 
2009) and (Escovar et al., 2006) do not consider the 
inclusion of context in the similarity relation. 

4 EXPERIMENTS 

This section shows some experiments performed to 
validate the Context FOntGAR algorithm. Two real 
datasets were used. The first dataset (DB-1) contains 
information about Years of study, Race or ethnicity 
and Sex, and was provided by Brazilian Institute of 
Geography and Statistics (IBGE). DB-1 contains 
10000 transactions with 12 distinct items. The 
second data set (DB-2) contains a one day sale of a 
supermarket located in São Carlos city. DB-2 
contains 1716 transaction with 1936 distinct items.  

Two fuzzy ontologies were created, one for the 
DB-1, called Ont-1 ontology, and other for the DB-
2, called Ont-2 ontology. The Ont-1 was constructed 
contained one level of abstraction, except by the 
root, and Ont-2 was constructed with four levels of 
abstraction, except by the root. In both ontologies 
the average value of specialization/generalization 
degrees was 0.8. Both ontologies were modeled in 

OWL (Web Ontology Language) and the Jena 
Framework was used to allow navigation through 
ontology concepts and relations.  

In order to compare and illustrate the 
performance of Context FOntGAR, the experiments 
were carried out with respect to two major aspects. 
First, with the DB-1, the GARPA algorithm 
(Carvalho, Rezende et al. 2007) under a 
corresponding crisp taxonomy, NARFO (Miani et al. 
2009) under a corresponding crisp ontology and 
Context FOntGAR algorithm under the Ont-1 were 
run. The purpose was to show what the effect of 
fuzzy extensions could be. In this comparison, 2 
experiments have been conducted. Second, with the 
DB-2 and Ont-2, the Context FOntGAR was 
executed. The purpose was to show how the 
generalization treatment could improve the reduction 
in the rules amount. This experiment checks the 
compaction rate, which represents the percentage of 
reduction in the volume of rules.  

4.1 Performance Comparisons  

We performed 2 experiments with real data and 
taxonomic structures mentioned above, changing a 
different parameter in each experiment. The 
experiments were done with default values of 
parameter, except for the one being varied. By 
default, minsup = 0.02, minconf = 0.4 and mingen = 
0.2. The side of generalization was set to lr in all 
algorithms. 

Number of Transactions 

In Figure 6, the vertical axis is the average of 
reading time per transaction (in milliseconds) in 
relation to the first scanning in the database. Here 
was compared the first scan on NARFO and the first 
scan on Context FOntGAR. We varied the number 
of transactions from 2000 to 10000. From Figure 6, 
it is possible see that the gap between Context 
FOntGAR, and NARFO show that the scanning with 
fuzzy ontologies is more time consuming than 
scanning with crisp ontologies. There are two 
reasons. First, the membership degree calculation 
demands more time. Second, the data structures 
generation contributes for increase the runtime. 
However, we can see that the gap tends keep stable 
with the increase of the number of transactions. This 
shows that the computational complexity is linear 
with the number of transactions, which is the same 
as the crisp algorithm. The difference between the 
two curves turns to be constant. 

In Figure 7 we changed the minimum degree of 
support from 0.05% to 0.2%. The vertical axis is the 
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Figure 6: Scanning time (per transaction). 

Minimum Degree of Support  

total execution time in seconds. Notably, with the 
increase of minsup, the runtime of both Context 
FOntGAR and GARPA decreases. The reason is that 
when the minsup increases the amount of traditional 
rules decrease, and consequently a minor quantity of 
rules are post-processed. However, we can see that 
GARPA consumes more time than Context 
FOntGAR. The reason is that GARPA demands 
more time during the calculating of support, because 
a new scan is done in the database for each 
generalized rule obtained. So, depending on the 
quantity of rules and rows of the dataset, the runtime 
can be very high. On the other hand, apart from 
provide an indexed access to data, in Context 
FOntGAR, the data structures avoid the necessity of 
new scans in the database, decreasing the runtime. 

 
Figure 7: Comparison in relation to the runtime. 

Compaction Rate in Context FOntGAR 

The Figure 8 shows that the compaction rate is 
high, especially when values of minGen are low. 
This means that for high values of minGen the 
number of generalized rules decreases and 
consequently the number of traditional rules 
increases, reflecting in the amount generated. 

 
Figure 8: Compaction rate in Context FOntGAR. 

4.2 Exploring Rules with Similarity 
Relations 

In order to explore rules with similarity relations the 
DB-2 and Ont-2 were used. For explore different 
contexts Ont-2 was extended through the meta- 
ontology mentioned above. Two contexts were 
inserted, flavour and appearance. The Table 1 shows 
some leaf items and their respective similarity degree 
values, in relation to the two contexts. The part shown 
represents the similarTo relationship between the 
spinach and mustard according to context appearance. 
The similarity degree is set to 0.7. 

Table 1: Similarity Degree Values. 

 Similarity Contexts 
items Appearance Flavour 

Coca-Cola Pepsi 0.8 0.6 
Pepsi Brazilian Coke 0.8 0.5 

Tomato Khaki 0.7 0.3 
European 
Chocolate 

Brazilian 
Chocolate 0.8 0.6 

spinach lettuce 0.7 0.4 
spinach mustard 0.7 0.4 

In Table 1 the similarity degree values are given 
in pairs of items. For example, spinach and mustard 
have similarity 0.7 in context of appearance. 
Besides, based on the table 1 two similarity cycles 
can be found in the ontology. Depending on the 
similarity value, the selection of context may cause 
change in the similarities represented in the rules. 
Our experiment was carried out employing the 
parameters values: minimum support (minsup) =0.2, 
minimum confidence (minconf)=0.2, and minimum 
similarity (minsim)=0.3. Some examples of rules 
generated are: 

Appearance Context: 
• spinach~lettuce~mustard, coffee → onion, potato 
• tomato~khaki, bread → soap, detergent 
• milk → EuropeanChocolate~BrazilianChocolate 
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5 CONCLUSIONS 

This paper proposes the Context FOntGAR 
algorithm, a new algorithm for mining generalized 
association rules under all levels of fuzzy ontologies, 
including similarity relations in the rules. The 
experiments show that Context FOntGAR makes an 
efficient generalization treatment, reducing the 
amount of rules. This work presents several 
contributions. First, it is introduced an algorithm 
which uses fuzzy ontologies with context-based 
similarity relations during the post-processing stage. 
Considering the bias found in the literature, our 
algorithm makes an important improvement on the 
state of the art. Another important contribution is 
that Context FOntGAR improves the semantic in the 
rules and generates non-redundant patterns without 
use pruning measures, since the generalized ones are 
obtained based on the traditional rules. For future 
works we are doing some improvements in the 
Context FOntGAR algorithm. We are improving the 
use of mingen, based on the user’s preferences. 
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Abstract: We propose a coding mechanism for less costly exact vector retrieval for data bases representing vectors. The
search starts at the subspace with the lowest dimension. In this subspace, the set of all possible similar vectors
is determined. In the next subspace, additional metric information corresponding to a higher dimension is used
to reduce this set. We demonstrate the method performing experiments on image retrieval on one thousand
gray images of the size 128×96. Our model is twelve times less complex than a list matching.

1 INTRODUCTION

In this paper we propose a hierarchical product quan-
tization for less costly vector retrieval. The space in
which a vector is represented is decomposed into low
dimensional subspaces and quantize each subspace
separately. Each subspace corresponds to a subvector
described by a mask. A global feature corresponds to
a subvector of a higher dimension, a local feature to
a subvector of a lower dimension. During similarity-
based vector retrieval, the search starts from the im-
ages represented by global features. In this represen-
tation, the set of all possible similar images is deter-
mined. In the next stage, additional information cor-
responding to the representation of more local feature
is used to reduce this set. This procedure is repeated
until the similar vectors can be determined. The de-
scribed method represents a vector indexing method
that speeds up the search considerably and does not
suffer from the curse of dimensionality. The method
is related to the subspace trees (Wichert et al., 2010).

We describe a mathematical model of the hierar-
chical product quantization. The paper is organized
as follows:

• We show why the search with the product quan-
tization is an improvement to simple quantization
due to the curse of dimensionality.

• We introduce a new indexing method, called hier-
archical product quantization and preform exper-
iments on image retrieval on one thousand gray
images of the size 128×96 resulting in vectors of
dimension 12288.

2 HIERARCHICAL PRODUCT
QUANTIZATION

2.1 Euclidean e -similarity

Two vectors~x and~y are similar if their Euclidian dis-
tance is smaller or equal toe , d(~x,~y) ≤ e . Let DB be
a database ofs vectors~x(i) dimensionm in which the
indexi is an explicit key identifying each vector,

{~x(i) ∈ DB|i ∈ {1..s}}. (1)

The setDB can be ordered according to a given query
vector~y using an Euclidian distance functiond. This
is done by a monotone increasing sequence corre-
sponding to the increasing distance of~y to ~x(i) with
an explicit key that identifies each vector indicated by
the indexi,

d[y]t := {d(x(in),y)t | ∀t ∈ {1..s},∀it ∈ {1..s} :

d(x(i1),y)1 ≤ d(x(i2),y)2

≤ ...≤ d(x(in),y)t ....≤ d(x(is),y)s} (2)

if ~y ∈ DB, thend[y]1 := 0. The set of similar vectors
in correspondence to~y, DB[y] e , is the subset ofDB,
DB[y] e ⊆ DB with size s = |DB[y]e |, s ≤ s:

DB[y] e := {x(i) ∈ DB | d[y]t = d(x(i),y)≤ e }. (3)

2.2 Related Work

Could we take advantage of the grouping of the vec-
tors into clusters?
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The idea would be to determine the most similar
cluster center which represents the most similar cate-
gory. In the next step we would search for the most
similar vectorsDB[y] e only in this cluster. By do-
ing so we could save some considerable computation.
Such a structure can be simply modeled by a cluster-
ing algorithm, as for example k-means. We group the
images into clusters represented by the cluster centers
c j. After the clustering cluster centersc1,c2,c3, ...,ck
with clustersC1,C2,C3, ...,Ck are present with:

C j = {x|d(x,c j) = min
i

d(x,ci)} (4)

c j = {
1

|C j|
å

x∈C j

x}. (5)

Supposes = mini d(y,ci) is the distance to the
closest cluster center andrmax the maximal radius of
all the clusters. Only ifs≥ e ≥ rmax we are guaranteed
to determineDB[y] e . Otherwise we have to analyze
other clusters as well. When a cluster with a minimum
distances was determined, we know that the images
in this cluster have the distance betweens+ rmax and
s− rmax. Because of that we have to analyze addition-
ally all the clusters with{∀i|d(y,ci) < (s+ rmax)}. It
means that in the worst case we have to analyze all the
clusters. The worst case is present when the dimen-
sion of the images is high. High dimensional spaces
(like for example dimensions> 100) have negative
implications on the number of clusters we have to an-
alyze. These negative effects are named as the “curse
of dimensionality.” Most problems arise from the fact
that the volume of a sphere with the constant radius
grows exponentially with increasing dimension.

Could hierarchical clustering overcome those
problems? Indeed, traditional indexing methods are
based on the principle of hierarchical clustering of
the data space, in which metric properties are used to
build a tree that then can be used to prune branches
while processing the queries. Traditional indexing
trees can be described by two classes, trees derived
from the kd-tree and the trees composed by deriva-
tives of the R-tree. Trees in the first class divides the
data space along predefined hyper-planes regardless
of data distribution. The resulting regions are mutu-
ally disjoint and most of them do not represent any
objects. In fact with the growing dimension of space
we would require exponential many objects to fill the
space. The second class tries to overcome this prob-
lem by dividing the data space according to the data
distribution into overlapping regions, as described in
the second section. An example of the second class
is the M-tree (Paolo Ciaccia, 1997). It performs ex-
act retrieval with 10 dimensions. However its perfor-
mance deteriorates in high dimensional spaces. Most

indexing methods operate efficiently only when the
number of dimensions is small (< 10). The growth
in the number of dimensions has negative implica-
tions in the performance; these negative effects are
also known as the “curse of dimensionality.”

A solution to this problem consists of approximate
queries which allow a relative error during retrieval.
M-tree (Ciaccia and Patella, 2002) and A-tree (Saku-
rai et al., 2002) with approximate queries perform re-
trieval in dimensions of several hundreds. A-tree uses
approximated MBR instead of a the MBR of the R-
tree. Approximate metric trees like NV-trees (Olafs-
son et al., 2008), locality sensitive hashing (LSH)
(Andoni et al., 2006) or product quantization for near-
est neighbor search
(Jegou et al., 2011) work with an acceptable error up
to dimension 1000.

We introduce hierarchical product quantizer, who
preforms exact vector queries in high dimensions.
The hierarchical product quantizer model is related to
the subspace-tree. In a subspace-tree instead of quam-
tizing the subvectors defined by masks the mean value
is computed (Wichert, 2008),
(Wichert et al., 2010). Mathematical methods and
tools that were developed for the analysis of the sub-
space tree, like the correct estimation ofe (Wichert,
2008) and the algorithmic complexity (Wichert,
2008) can be as well applied for the hierarchical quan-
tization method. Hierarchical quantization for image
retrieval was first proposed by (Wichert, 2009).

2.3 Searching with Product Quantizers

The vector~x of dimensionm is split into f distinct
subvectors of dimensionp = dim(m/ f ). The subvec-
tors are quantizied usingf quantiziers:

~x = x1, ,x2, · · · ,xp
︸ ︷︷ ︸

u1(~x)

, · · · ,xm−p+1, · · · ,xm
︸ ︷︷ ︸

u f (~x)

(6)

ut(x) ∈ x|t ∈ {1.. f}

We group the subvectors of dimensionp =
dim(m/ f ) into clusters represented by the cluster cen-
ters c j of dimensionp. After the clustering cluster
centersc1,c2,c3, ...,ck with clustersC1,C2,C3, ...,Ck
are present with

C j = {ut(x)|d(ut(x),c j) = min
i

d(ut(x),ci)} (7)

c j = {
1

|C j|
å

ut(x)∈C j

ut(x)}. (8)
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We assume that all subquantuzers have the same
numberk of clusters. To a query vectory we deter-
mine the most similar vectorx of the database using
the qunatizied codes and the Euclidean distance func-
tion d.

d(U(~x),U(~y)) =

√
√
√
√

f

å
t=1

d(ut(~x),(ut(~y))2

d(U(~x),U(~y)) =

√
√
√
√

f

å
t=1

d(ct(x),ct(y))2 (9)

We represent vectors by the corresponding cluster
centers:

U(~x) = ci1,ci2, · · · ,cip
︸ ︷︷ ︸

u1(~x)=c1(x)=ci

, · · · , c j1, · · · ,c jp
︸ ︷︷ ︸

u f (~x)=c f (x)=c j

(10)

By usingd(U(~x),U(~y)) instead ofd(~x,~y) an esti-
mationerror is produced:

d(U(~x),U(~y))+ error = d(~x,~y) (11)

To speed up the computation ofd(U(~x),U(~y)) all the
possibled(ct(x),ct(y))

2 are pre-computed and stored in
a look-up table. The size of the look-up table depends
on the numberk, it is k2. The bigger the value ofk, the
slower the computations due to the size of the look-up
table. However the bigger the value ofk the smaller
is the estimation error. To determinee similar vectors
according to the Euclidean distance to a given queryy,
we have to computed(~x,~y) for all vectorsx out of the
database. If the distances computed by the quantizied
productd(U(~x),U(~y)) are smaller or equal than the
distances in the original spaced(~x,~y), a lower bound
which is valid in both spaces can be determined. The
distance of similar objects is smaller or equal toe in
the original space and, consequently, it is smaller or
equal toe in the quantizied product as well. The use
of a lower bound between different spaces was first
suggested by
(Faloutsos et al., 1994), (Faloutsos, 1999). Because
of the estimation error the lower bound is only valid
for a certainw value:

d(U(~x),U(~y))− w ≤ d(~x,~y). (12)

How can we estimate thew value for all{~x(i) ∈DB|i∈
{1..s}}? Supposes = mini d(ut(y),ci) is the dis-
tance to the closest cluster center andrmax the max-
imal radius of all the clusters. That means that in the
worst case we have d to subtractrmax for each subvec-
tor before computing the Euclidian distance function,
w = k× rmax.

If we compute the Euclidian distance between
all vectors and{~x(i) ∈ DB|i ∈ {1..s}} compare it to

the Euclidian distance between{U(~x)(i), we find that
w << k× rmax.

We can estimate thew value by computing the Eu-
clidian distance between a a random sample of vec-
tors and their product quantizier representation. If the
lower bound is satisfied with the correct valuew , all
vectors at a distance lower thane in the original space
are also at a lower distance in the product quantizier
representation. The distance of some that are above
e in the original space may be belowe in the product
quantizier representation. This vectors are called false
hits. The false hits are separated from the selected ob-
jects through comparison in the original space.

The set ofe similar vectors in correspondence to
a query vector~y is computed in two steps. In the first
step the set of possible candidates is determined us-
ing product quantizier representation. The speed re-
sults from the usage of the look-up table. In the sec-
ond step the false hits are separated from the selected
objects through comparison in the original space. A
saving compared to a simple list matching is achieved
if the set of possible candidates is sufficiently small in
comparison to the size of database. An even greater
saving can be achieved, if one applies this method hi-
erarchically.

2.4 Searching with Hierarchical
Product Quantizers

We apply the product quantizier recursively. The vec-
tor ~x of dimensionm is split into f distinct subvec-
tors of dimensionp = dim(m/ f ). The subvectors
are quantizied usingf quantiziers, the resulting quan-
tizied vectror are quantizied usinge quantiziers with
g = dim(m/e) and f > e

~x = x1,x2, · · · ,xp
︸ ︷︷ ︸

u11(~x)

, · · ·

︸ ︷︷ ︸

u21(U(~x))

, · · · , · · · ,xm−p+1, · · · ,xm
︸ ︷︷ ︸

u1f (~x)
︸ ︷︷ ︸

u2e(U(~x))

(13)

with following hierarchical representation,

U1(~x) =U(~x) = ci1,ci2, · · · ,cip, · · · ,c j1, · · · ,c jp
U2(~x) =U(U1(~x)) = ci1,ci2, · · · ,cig, · · · ,c j1, · · · ,c jg
· · ·
Un(~x) =U(U(n−1)(~x)) = ci1,ci2, · · · ,cil , · · ·
· · · ,c j1, · · · ,c jl

(14)
and

d∗(Uk(~x),Uk(~y) = d(Uk(~x),Uk(~y))− w k ≤ d(~x,~y),
(15)

k ∈ {1..n}

TheDB is mapped by the first product quantizersU1
into U1(DB), by thek th quantizersUk into Uk(DB).
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The setUk(DB) can be ordered according to a given
query vectorUk(~y) using an Euclidian distance func-
tion with w k as explained before

d[Uk(y)]t := {d∗(Uk(x(i)),Uk(y)) | ∀t ∈ {1..s} :

d∗[Uk(y)]t ≤ d∗[Uk(y)]t+1}

for a certaine value,

Uk(DB[y])e := {Uk(x)(i)t ∈Uk(DB) | d[Uk(y)]t =

d∗(Uk(x)(i),Uk(y))≤ e }
with the sizeUk(s ) = |Uk(DB[y] e )| ands <U1(s )<
U2(s )< · · ·< s.

To speed up the computation ofd(U(~x),U(~y))
all the possibled(c j(x),c j(y))

2 are pre-computed and
stored in a look-up table For simplicity we assume
that the the cost for a look-up operation is a constant
c = 1. This is the case, given the size of the look-up
tables for each hierarchy is constant. Consequently
the computational dimensions of the quantized vector
~x is dim(Uk) = m/ f , wheredim(Uk) is the number
of distinct subvectors of dimensionf of the vector~x .
It follows, thatdim(Uk) is the number of quantiziers.
The higher the hierarchy, the lower the number of the
used quantiziers. Given thatdim(U0) =: m (the di-
mension of the vector~x), the computational cost of a
hierarchy onn level is:

costn =
n

å
i=1

Ui(s ) ·dim(U(i−1)+ s ·dim(Un)+ n

(16)
where the last summandn represents the cost of the
look-up operation. The costcostn of retrieving a
dozen most similar vectors out of the databaseDB to
a query vector~y, is significantly lower as the cost of
simple list matchings ·m.

To estimate e we define a mean sequence
d[Uk(DB)]n which describes the characteristics of an
vector database of size s:

ds[Uk(DB)]n :=
s

å
i=1

d[Uk(x(i))]n
s

. (17)

We will demonstrate this principle on an example
of high dimensional vectors representing gray images.

2.5 Example: Image Retrieval

The high dimensional vectors correspond to the
scaled gray images, representing the gray level dis-
tribution and the layout information. Two images~x
and~y are similar if their distance is smaller or equal
to e , d(~x,~y)≤ e . The result of a range query computed
by this method is a set of images that have gray level
distribution that are similar to the query image.

We preform experiments on image retrieval on one
thousand (s = 1000) gray images of the size 128×96
resulting in vectors of dimension 12288. Each gray
level is represented by 8 bits, leading to 256 differ-
ent gray values. The image database consists images
with photos of landscapes and people, with several
outliers consisting of drawings of dinosaurs or photos
of flowers (Wang et al., 2001). We use a hierarchy of
four n = 4.

(a)

(b)

Figure 1: (a) Two examples of of squared masksM of a size
2×2. (b) Two examples of of squared masksM of a size
4×4.

• In the first level of hierarchy each image corre-
sponds to a of dimension 12288. It is is split
into 3072 distinct subvectors of dimension 4=
dim(12288/3072). Each subvector corresponds
to a squared maskM of a size 2× 2. A natu-
ral grouping of the components into subvectors is
achieved by the coverage of the image with 3072
masksM (see, Figure 1 (a)). The subvectors of
dimension four are grouped into clusters repre-
sented by 256 cluster centers.

• In the second level of the hierarchy the resulting
quantizied images are quantizied using 768 quan-
tiziers with 16= dim(12288/768) . Each sub-
vector corresponds to a squared maskM of a size
4×4 (see, Figure 1 (b)). The subvectors of dimen-
sion sxten are grouped into clusters represented by
256 cluster centers. We follow the procedure re-
cursively additionally two times.

• The resulting quantizied images are quantizied us-
ing 192 quantiziers with 64= dim(12288/192) .
Each subvector corresponds to a squared maskM
of a size 8×8 (see, Figure 2 (a)). The subvectors
of dimension 64 are grouped into clusters repre-
sented by 256 cluster centers.

• The resulting quantizied images are quantizied us-
ing 48 quantiziers with 256= dim(12288/48) .
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Each subvector corresponds to a squared maskM
of a size 16× 16 (see, Figure 2 (b)). The sub-
vectors of dimension256 are grouped into clus-
ters represented by 256 cluster centers. (Note:
The number of cluster centers remains constant
through the hierarchy.)

(a)

(b)

Figure 2: (a) Two examples of of squared masksM of a size
8×8. (b) Two examples of of squared masksM of a size
16×16.

The computational dimensions of the quantized
vectors are dim(U1) = 3072, dim(U2) = 768,
dim(U3) = 192 anddim(U4) = 48. An example of
the quantizied representation of an image is indicated
in the Figure 3. In each layer the image is described
with less accuracy, so that the following layers repre-
sent less information. The set ofe similar vectors in
correspondence to a query vector~y is computed in 5
steps. For the estimation of the value ofe we use the
characteristics, see Equation 17 and Figure 4

• In the first step the set of possible candidates is de-
termined using product quantizier representation
in theU4(DB) of the computational dimension 48
and determine the subsetU4(DB[y])e .

• Recursively out of the setU4(DB[y])e we deter-
mineU3(DB[y])e =
U3(U4(DB[y])e )e ,

• U2(DB[y])e =U2(U3(DB[y])e )e ,

• U1(DB[y])e =U2(U2(DB[y])e )e and

• finally the set DB[y] e in which the false hits
are separated from the selected objects through
comparison in the original space byDB[y] e =
U0(U1(DB[y])e )e .

To retrieve in the mean 5 most similar images the
estimatede value is 6036. We estimate the values
w k and e by a random sample of hundred vectors and
their product quantizier representation. We computed
the mean valueUk(s ) over all possible queries (one
thousand queries, each time we take an element out

(a)

(b)

(c)

(d)

(e)

Figure 3: Gray image and its quantized representation, (e)
is equal to the original space, (d) corresponds to U1(DB),
(c) to U2(DB), (b) to U3(DB) and (a) to U4(DB).

of the database out and and preform a query). For
e = 6036 the values areU0(s ) = 5, U1(s ) = 20,
U2(s ) = 95,U3(s ) = 315 andU4(s ) = 835. To re-
trieve the 5 most similar images to a given query im-
age of the image test database, the mean computation
costs are according to Equation 16:
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Figure 4: Characteristics ofs = 1000, ds[U0(DB)]n =
line 1, ds[U1(DB)]n = line 2, ds[U2(DB)]n = line 3,
ds[U3(DB)]n = line 4 andds[U4(DB)]n = line 5. Line 5
representse .

(12288·20+3072·95+768·315+192·835+

+48·1000+4= 987844

which is 12.4 times less complex than a list matching
which requires 12288· 1000 operations. Further op-
timization of our results could be achieved by better
quantization training (clustering algorithms).

3 CONCLUSIONS

We propose hierarchical product quantization for vec-
tor retrieval with no error for vector based databases.
Through quantization by hierarchical clustering the
distribution of the points in the high dimensional vec-
tor space can be estimated. Our method is exact and
not approximative. It means we are guaranted to find
the most similar vector according to a distance or sim-
ilarity function. We demonstrated the working prin-
ciples of our model by empirical experiment on one
thousand gray images which correspond to 12288 di-
mensional vectors.
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Abstract: The index selection problem (ISP) concerns the selection of an appropriate indexes set to minimize the total
cost for a given workload under storage constraint. Since the ISP has been proven to be an NP-hard problem,
most studies focus on heuristic algorithms to obtain approximate solutions. The problem becomes more dif-
ficult for indexes defined on multiple tables such as bitmap join indexes, since it requires the exploration of
a large search space. Studies dealing with the problem of selecting bitmap join indexes mainly focused on
proposing pruning solutions of the search space by the means of data mining techniques or heuristic strategies.
The main shortcoming of these approaches is that the indexes selection process is performed in two steps. The
generation of a large number of indexes is followed by a pruning phase. An alternative is to constrain the input
data earlier in the selection process thereby reducing the output size to directly discover indexes that are of
interest for the administrator. For example, to select a set of indexes, the administrator may put limits on the
number of attributes or the cardinality of the attributes to be included in the indexes configuration he is seek-
ing. In this paper we addressed the bitmap join indexes selection problem using a constraint-based approach.
Unlike previous approaches, the selection is performed in one step by introducing constraints in the selection
process. The proposed approach is evaluated using APB-1 benchmark.

1 INTRODUCTION

Data Warehousing and On-line Analytical Processing
(OLAP) are becoming critical components of deci-
sion support. They are especially designed to enable
executives, managers, and analysts to take better and
faster decisions. Data warehouses are generally mod-
elled according to a star schema that contains a cen-
tral, large fact table, and several dimension tables that
describe the facts (Inmon, 2002), (Kimball and Ross,
2007).

Queries defined on a star schema are called star
join queries. They are complex and use several
join operations that are very costly. Such queries
will be performed on tables having potentially bil-
lions of records. As a result, it becomes crucial
to accelerate query evaluation. Among the tech-
niques adopted in relational data warehouses to im-
prove query performance, materialized views and in-
dexes are presumably the most effective ones (Chaud-
huri and Narasayya, 2007). Data warehouses admin-
istrators then handle the fastidious task of choosing an
advantageous configuration of indexes to enhance the
system performance.

For a given data warehouse, the total number of dis-
tinct indexes can be extremely large; hence it is not
always practicable to create all the indexes due to the
limited amount of storage space that we can physi-
cally maintain. The approaches dealing with the in-
dex selection problem are composed of two steps:
1. Generation of candidate indexes for a given work-

load;
2. Selection of a final configuration that minimizes

the cost of the workload, while observing the stor-
age space limit.
The first step reduces the space of potential in-

dexes by eliminating non relevant attributes. The final
configuration (step 2) is mostly selected using greedy
algorithms (Agrawal et al., 2000). The proposed ap-
proaches prune the set of generated indexes so that the
constraint space is satisfied. However, this pruning
process is performed after the generation of a large
number of candidate indexes.

An alternative is to constrain the generation of in-
dexes in order to produce fewer and more relevant
outputs. In this paper we propose a constraint-based
mining approach to solve the index selection problem.
We believe that constraint-based mining will enable
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administrators to focus on a subset of most advanta-
geous indexes and that it avoids the generation of un-
wanted indexes.

The remainder of this paper is organized as fol-
lows: in Section 2 we present existing works re-
lated to bitmap join indexes selection problem and
constraint-based mining. Section 3 describes the pro-
posed approach for the bitmap join indexes selec-
tion. We experimentally study the efficiency of our
approach in Section 4. We conclude the paper and
present future directions in Section 5.

2 RELATED WORK

2.1 Bitmap Join Index Selection

The index selection problem has been studied first
in traditional databases context (Chaudhuri and
Narasayya, 1997), (Agrawal et al., 2000), (Chaudhuri
et al., 2004), (Feldman and Reouven, 2003), (Frank
et al., 1992), (Valentin et al., 2000). With the ad-
vent of data warehouse, indexation has become an im-
portant option in physical design and its importance
is well recognized (Golfarelli et al., 2002). The in-
dex selection problem has been proven to be NP-hard
(Chaudhuri et al., 2004). Thus, most studies in the
literature have focused on finding approximate solu-
tions using greedy strategies or heuristics-based ap-
proaches.

The aim of the proposed approaches is to deter-
mine a set of candidate indexes from a given work-
load of queries, then to propose a final indexes config-
uration providing the best profit, under storage space
constraint. However, considered indexes usually con-
cern one table. Bitmap join indexes are multi-attribute
indexes involving several tables. Selecting a suitable
configuration of Bitmap join indexes is more compli-
cated than the classical mono-table indexes, since it
requires the exploration of a large search space. To
the best of our knowledge, only few studies dealing
with the problem of selecting bitmap join indexes are
carried out (Aouiche et al., 2005), (Bellatreche et al.,
2007), (Bellatreche and Boukhalfa, 2010), (Ziani and
Ouinten, 2011). Due to the large number of can-
didate indexes, the proposed approaches mainly fo-
cused on pruning the search space of potential in-
dexes. They have used frequent itemsets (Aouiche
et al., 2005), (Bellatreche et al., 2007), (Ziani and
Ouinten, 2011) or heuristic strategies (Bellatreche and
Boukhalfa, 2010) to perform the pruning process. In
(Aouiche et al., 2005), (Bellatreche et al., 2007) the
Close algorithm (Pasquier et al., 1999) for mining
closed frequent itemsets is used to prune the search

space of candidate indexes. Due to the large number
of indexes generated as closed frequent itemsets, the
authors in (Ziani and Ouinten, 2011) propose a max-
imal frequent itemsets based approach to perform the
selection.

In (Bellatreche and Boukhalfa, 2010), the authors
propose an intuitive algorithm for bitmap join indexes
selection. As an initial configuration, the algorithm
selects an index for each query having indexable at-
tributes. When the size of the configuration exceeds
the storage capacity S , some selected indexes should
be reduced until the satisfaction of S .

The principal weakness of the proposed ap-
proaches is the large number of generated indexes,
that is very difficult to manage, according to the sys-
tem limitations (number of indexes per table and stor-
age space constraint). Indeed, the pruning is done af-
ter the generation of the indexes configuration.

An alternative is to constrain the input data earlier
in the selection process, thereby reducing the output
size to directly discover indexes that are of interest
for the administrator. We believe that a constraint-
based approach will help to mine a reduced and more
relevant indexes configuration.

2.2 Constraint-based Pattern Mining

Mining frequent itemsets (FI) in datasets is a de-
manding task common to several important data min-
ing applications, that look for interesting patterns
within databases (e.g., association rules, correlations,
sequences, episodes, classifiers, clusters). It was
originally proposed in (Agrawal and Srikant, 1994),
(Agrawal et al., 1993) with the Apriori algorithm.

The drawback of mining frequent itemsets is that,
if there is a large frequent itemset with size s, then
almost all 2s candidate subsets of the itemset might
be generated and tested. Furthermore, the number of
frequent itemsets grows very quickly as the minimum
support threshold decreases.

Moreover, the huge size of the output compli-
cates the task of the analyst, who has to extract use-
ful knowledge from a very large amount of frequent
patterns. To overcome this problem, the paradigm of
pattern discovery based on constraints was introduced
with the aim at providing a tool for driving the discov-
ery process towards potentially interesting patterns.
Using constraints can be of a great help to purge a
lot of patterns that are irrelevant for the user.

Constraint-based mining has then been widely ad-
dressed, with really different approaches. The mostly
used constraints are the minimum or maximum sup-
port threshold, including (or being included in) some
specific itemset, aggregated computation (sum, aver-
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age, min, max, when items are associated to a mea-
sure). As this paper does not specifically contribute
to the field of constraint-based mining, we just briefly
recall below the main contributions.

Most of them combine anti-monotone constraints
and monotone one (Pei and Han, 2000; Bucila et al.,
2003). A constraint is monotone (resp. anti-) if it
preserved while itemset specialization (resp. gener-
alization). Many useful constraints fall within the
anti-monotone category, such as the minimum sup-
port threshold or uper-bounding the aggregated sum.
This allows for powerful pruning of the search space,
because this space is built through specialization. The
maximum support threshold is a typical monotone
constraint.

Other approaches directly prune the
dataset (Bonchi et al., 2003) or consider the problem
as an inductive database issue and formalize the
constraints as queries, in a dedicated constraint-base
mining environment (Boulicaut et al., 2005),(Jeudy
and Boulicaut, 2002).

3 CONSTRAINT-BASED INDEX
SELECTION

To illustrate the motivation of our approach, let us see
an example. Suppose that a given approach recom-
mends a set Cidx = fI1; I2; : : : ; Ikg of k indexes. The
administrator may keep an index I j knowing that it
needs acceptable storage space, or reject it because it
has previously shown negligible improvement for the
system performance.

Indeed, depending on the cardinality of the at-
tributes, the indexing process may be more or less ef-
ficient. If the cardinality is very large or very small, an
index might not bring a very significant improvement
(Vanichayobon and Gruenwald, 1999). On the other
hand, it is not beneficial to create an index on a small
table. Hence, table size is another parameter which
can be taken into account. The administrator decides
whether a table is large or not, and only the indexes
on attributes belonging to large tables are selected.

More formally, let A = fa1;a2; : : : ;ang be the
set of indexable attributes and D the extraction con-
text (Query/Attributes) for a given workload W . If
C = fC1;C2; : : : ;Ckg is a set of k functions, denoting
the properties of interest (constraints) for each index
I �A , our approach to solve the index selection prob-
lem requires to compute all the itemsets (indexes) oc-
curring in the extraction context D and satisfying the
set of constraints C , i.e:

fI � A jC1(I )^C2(I )^�� �^Ck(I )g

The architecture of our approach is illustrated in
Figure 1. As data mining based approaches, it con-
structs an extraction context by identifying the in-
dexable attributes from a given workload. Then, it
performs a constraint-based extraction (involving ad-
ministrator expertise) to generate the desired indexes.
Unlike the classical frequent itemsets mining based
approaches, we do not built an initial indexes config-
uration and we do not need to use a greedy algorithm
to recommend a final configuration.

Figure 1: Constraint-based indexes selection.

4 EXPERIMENTAL STUDY

4.1 Description of the Experiment

The aim of our experiments is to evaluate our ap-
proach by observing the impact of using various con-
straints on the selected indexes. In the first experiment
we study the impact of including constraints in the
mining process on the number of generated indexes
and the corresponding storage space. In the second
expriments, we compare the performance of our ap-
proach with the baseline case where no indexes are
created as well as the approaches using classical fre-
quent itemsets mining, where the attributes frequency
is the unique parameter used to generate a configura-
tion of indexes. To evaluate the interestingness of the
indexes generated by our approach, we use the same
cost models proposed in similar works (Aouiche et al.,
2005).

To perform a constraint-based selection, we have
used the MUSIC-dfs tool (Mining with a User-
SpecifIed Constraint, Depth-First Search approach)
(Soulet et al., 2006). This tool provides a flexible and
rich constraint query language. The user can itera-
tively develop complex constraints integrating various
knowledge types.

In this study we are more interested in the qual-
ity of the generated indexes. Thus, our comparisons
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are performed with no restrictions on available disk
space. We have used the APB-1 Benchmark of the
OLAP Council (OLAP-Council, 1998). The APB-1
Benchmark simulates a star schema data warehouse.
It consists of one fact table Actvars and four di-
mension tables ProLevel, TimeLevel, CustLevel, and
ChanLevel. We have considered 12 indexable at-
tributes (Table 1).

Table 1: Characteristics of the indexable attributes.

Code Attribute Cardinality Size of the di-
mension table

A Class Level 605 9
B Quarter Level 4 900
C Group Level 300 9
D Family Level 75 9
E Line Level 15 9
F Division Level 4 9
G Year Level 2 900
H Month Level 12 900
I Retailer Level 99 9000
J Gender Level 2 9000
K All Level 5 24
L City Level 4 9000

We have also used the same workload used in
(Bellatreche and Boukhalfa, 2010). It consists of
60 star join queries involving aggregation operations
and multiple joins between the fact table and dimen-
sion tables. We considered the following constraints:

� the support (frequency) of the generated indexes.
This support shows the representativity of the in-
dex in the workload of queries;

� the length (number of attributes) of the generated
indexes. It directly impacts on the width of the
space needed for storing the index;

� the cardinality of the attributes in the generated
indexes. This factor also impacts on the storage
space width;

� the size of the dimension table to which an at-
tribute belongs, that impacts on the height to the
index.

4.2 Experimental Results

Experiment 1: Number and Size of Indexes vs
Constraints. We begin with a baseline experiment
where the frequency is the unique parameter taken
into account (as classical approaches). Then, we con-
ducted several experiments using the MUSIC-dfs to
compute the generated configurations, for different
combinations of constraints. The experiments de-
picted here are performed with a minimum support
of 5% (3 queries). Using this threshold, the workload

basically generates 56 indexes. This represents a very
high value when compared to the size of the workload
(60 queries).

Consequently, constraints are added to improve
the number of generated indexes. Figures 2 and 3
show respectively the number and the total size occu-
pied by the generated indexes for different constraint
combinations. We applied different constraints to ex-
amine their impact on the generated configurations. It
is interesting to observe that the characteristics of a
generated configuration (i.e, number of indexes and
total indexes size) depends on the complexity of the
constraint (i.e., the number of combinations). This
behavior allows the administrator to experiment with
a broad set of configurations to select the most inter-
esting one.

Experiment 2: Workload Cost vs Constraints.
We compare the performance of our approach with
the baseline case where no indexes are created as well
as the approaches using classical frequent itemsets
technique. For each constraint, we evaluate the work-
load cost using the generated indexes. The results
we obtained are ploted in Figure 4. They show that
we achieve a better performance using constraints on
both the support (frequency) of indexes and the cardi-
nality of the attributes. For complex constraints, there
are very few or no generated indexes and thus the cost
of the workload increases.

5 CONCLUSIONS

In this paper we have proposed a constraint-based
framework for the index selection problem. Our ap-
proach leverages and extends principled methods of
mining frequent itemsets for the index selection prob-
lem. The key contribution is that we show how
constraint-based mining can be adapted in a flexible
way that balances the characteristics of the workload
and the administrator preferences for the index selec-
tion problem.

The existing approaches consist of a fully auto-
matic procedure. Like any conventional process of
data mining, this can lead to obvious, unhelpful, or
undesirable knowledge (indexes). Our approach as-
sociates, on the one hand the high capacity of auto-
matic selection mining frequent itemsets, and in the
other hand, the necessary expertise of the administra-
tor. Experimental results show that our approach is
effective because it allows for more directly comput-
ing the useful indexes with precisely describing the
requirements.
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0. Support Only
1. Support and Cardinality
2. Support and Length
3. Support and Dimension Tables Size
4. Support and Cardinality and Length

Figure 2: Number of generated indexes vs constraints.

0. Support Only
1. Support and Cardinality
2. Support and Length
3. Support and Dimension Tables Size
4. Support and Cardinality and Length

Figure 3: Size of generated indexes vs constraints.

0. Without indexes
1. Support Only
2. Support and Cardinality
3. Support and Length
4. Support and Dimension Tables Size
5. Support and Cardinality and Length

Figure 4: Workload cost vs constraints.
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Abstract: Spatial Data warehouses and Spatial OLAP systems are Business Intelligence technologies allowing 
efficient and interactive analysis of large geo-referenced datasets. In such a kind of systems the goodness of 
analysis depends on: the warehoused data quality, how aggregations are performed, and how warehoused 
data are explored. In this paper, we propose a framework based on a UML profile and OCL-defined 
integrity constraints to grant quality in the whole SOLAP system. We also propose an automatic 
implementation in a classical ROLAP architecture to validate our proposal. 

1 INTRODUCTION AND 
MOTIVATION 

Spatial Data Warehouse (SDW) and Spatial OLAP 
(SOLAP) systems are Business Intelligence (BI) 
technologies allowing effective storage and on-line 
spatio-multidimensional analysis of huge volumes of 
geo-referenced data which can be collected from 
multiple heterogeneous data sources (Malinowsky et 
al., 2008). These systems are based on the spatio-
multidimensional model, which extends the 
conventional OLAP model with spatial concepts 
such as spatial measures and spatial dimensions 
which provide support for the representation and 
storage of spatial data, and spatial operators 
allowing users to interactively explore and aggregate 
warehoused data. A typical Spatial Relational OLAP 
(Spatial ROLAP) architecture is composed of three 
tiers: (i) the SDW tier historizes and manages 
integrated (spatial) data using a spatial Relational 
DBMS; (ii) the SOLAP server implements SOLAP 
operators that compute and handle spatial data 
cubes; (iii) the SOLAP client tier provides decision-
makers with  interactive visual displays that trigger 
SOLAP operators.  

The heterogeneity of data sources in these 
systems may lead to several data quality problems 
(Boulil et al., 2011). In order to grant data quality in 
SDW, some approaches have been proposed to 
“repair” data by means of statistical techniques, data 
mining techniques, etc. (Ribeiro et al., 2011). At the 

same time, Integrity Constraints (IC) have been 
recognized as effective methods to express rules that 
control the consistency and completeness of 
warehoused spatial data (Salehi, 2009). Moreover, 
the goodness of spatio-multidimensional analysis 
also depends on the correct aggregation of measures 
in respect to summarizability conditions (or 
aggregation constraints), which check for example 
that the measure and aggregate function types are 
compatible (Lenz et al., 1997). However, in SOLAP 
systems the goodness of the analysis also requires 
another control when exploring (aggregated) data in 
order to avoid misinterpretation of meaningless 
SOLAP query results (Levesque et al., 2007), e.g., 
the query "Sales per country after December 26, 
1991" returns empty results for USSR that could be 
interpreted by users as an absence of sales instead of 
realizing that a result is impossible for this period. 
On the other hand, conceptual design of complex 
systems such as data warehouses has been widely 
recognized as being necessary for successful BI 
projects (Malinowski and Zimányi, 2008) since it 
allows designers defining schemas that are easy to 
understand by decision makers. In this context, 
UML (Unified Modeling Language) is widely 
accepted as the Object-Oriented standard for 
modelling various aspects of software systems, and 
also SDW systems (Pinet and Schneider, 2009). 
Indeed, any approach using UML minimizes the 
efforts of designers and decision-makers in 
developing and implementing the data schema. It 
can be also interpreted by CASE tools. In the same 
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way, defining IC at a conceptual level allows 
handling quality issues at the early stages of 
development (Boulil et al., 2011), minimizing 
implementation efforts. In this context, (Ghozzi et 
al., 2003) propose ad-hoc conceptual 
multidimensional models allowing the expression of 
some data IC by means of logical predicates. 
(Malinowskiand Zimányi, 2008) propose an 
extension of the ER model for the design of spatio-
temporal data warehouses. They define a set of ad-
hoc pictograms to express spatial data IC (i.e., 
spatial topological relationships between spatial 
members). (Glorioand Trujillo, 2008) propose a 
UML profile for SDW, but they consider a very 
small number of data IC.  A survey on aggregation 
issues is presented in (Mazón et al., 2009). They 
express simple structural constraints (e.g., facts 
should be linked to dimensions with one-to-many 
associations) with UML multiplicities. In (Pinetand 
Schneider, 2009), complex structural aggregation 
constraints are expressed with Object Constraint 
Language (OCL). OCL represents an effective 
solution to define data IC at the conceptual level in a 
clear, non-ambiguous and platform-independent 
way. Indeed, (Boulil et al.2011) present the 
definition, on the top of a UML-based SDW 
conceptual model, of a large number of data IC on 
warehoused spatial data by means of Spatial OCL, 
which is an extension of OCL for spatial data (Pinet 
et al., 2007). They also propose an automatic 
implementation in the Spatial DBMS Oracle Spatial 
11g.  (Lavesque et al., 2007) propose a framework 
for identifying quality risks in ETL, and SOLAP 
systems. They define 3 types of quality problems 
(data sources, OLAP data cubes and GIS 
functionalities) and define them by means of paper 
forms. They also propose an implementation in the 
JMAP SOLAP system. 

Finally, to best of our knowledge, no work 
proposes a unique framework to express at the 
conceptual abstraction level IC on spatial 
warehoused data, aggregation, and spatio-
multidimensional queries, and their automatic 
implementation in a classical ROLAP architecture. 

Thus, in this paper we present three main 
contributions. 

For first, we extend/reformulate the definition of 
(S)DW IC for handling quality issues in SOLAP 
systems; we use IC to perform three quality control 
types:  
(a) Data quality control ensures that warehoused 
spatial data are valid (e.g., geometries of cities must 
be topologically included in the geometries  of their 
states); 

(b) Aggregation quality control ensures that 
aggregations of measures are correct and meaningful 
(e.g., the sum of the unit prices does not make sense) 
(Lenz et al., 1997); 
(c) SOLAP exploration control avoids problems of 
interpretation induced by meaningless SOLAP query 
results (e.g., sales in USSR after 26 December 1991) 
(misuse data cube risks as defined by (Levesque et 
al., 2007)).  
Secondly, motivated by a lack of a unique 
conceptual framework to define SOLAP IC, we 
propose a UML-OCL based conceptual framework. 
Finally, we propose an automatic implementation of 
such framework in a classical Relational SOLAP 
architecture. 

2 SOLAP IC CLASSIFICATION  

In this section, we present an extension of our 
previous SDW IC classification (Boulil et al., 2011) 
by introducing a new class, Query IC class. This 
classification (Figure 1) serves as a reference guide 
for the process of handling the three types of quality 
issues in a SOLAP system.  

 
Figure 1: SOLAP IC classification. 

Before detailing the classification, we present the 
case study which will be used all along the paper to 
describe our proposal. It concerns an environmental 
SDW, with a temporal dimension that groups days 
into months and months into years, and a spatial 
dimension representing cities with their regions and 
countries. The measure is the temperature value. 
Using this SDW, decision-makers can answer to 
SOLAP queries like these:”What is the minimal 
temperature per year and country?” or “What is 
average temperature per month and country?”. In 
order to answer these queries, decision-makers use 
the min and average aggregate functions to 
aggregate the temperature values. 
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Let us now provide explanations and some 
examples of these IC classes using the previously 
described case study. 

As shown in (Boulil et al., 2011), Metadata IC 
verify the consistency of metadata of different 
integrated data sources (e.g., spatial members and 
measures must be defined with the same geographic 
scale).  

Data IC ensure the logical consistency and 
completeness of warehoused spatial data, for 
example: 
Example 1: “the geometry of each city must be 
topologically included in the geometry of its region” 
or 
Example 2: "no facts (e.g., temperature values) 
should exist for USSR after 26 December 1991". 
These constraints can be defined on all elements of 
the SDW such as facts, members, etc. 

Aggregation IC guarantee correct and 
meaningful aggregations of measures. In particular, 
semantic constraints address the problem of the 
applicability of aggregate functions to measures 
according to the semantic nature and the type of 
measures, aggregate functions and dimensions. For 
example:  
Example 3: “Sum of temperature values does not 
make sense” 
Schema constraints are conditions that must be 
satisfied by dimension hierarchies and dimension-
fact relationships to avoid double counting and 
incomplete aggregates. For example, dimensions and 
facts should be linked by one-to-many relationships 
(Mazón et al., 2009). 

Query IC refer to conditions that guarantee that 
SOLAP queries are valid in the sense that their 
results are not always empty in order to avoid 
problems of misinterpretation. For example, the 
SOLAP query “What are the average temperatures 
in USSR in 2010?” returns an empty result since no 
temperature value is stored for USSR after 26 
December 1991 (the previous data IC of Example 2). 
Even if this IC is implemented as data IC, classical 
SOLAP tools allow decision-makers to formulate 
this query by combining these two members (USSR 
and 2010) returning an empty value. This leads to a 
problem of interpretation: this empty value may be 
perceived as if there were no temperature values 
registered for USSR during 2010, instead of 
realizing that this combination of members (USSR 
and 2010) is invalid. Consequently, to avoid this 
misinterpretation we define the following query 
constraint: 
Example 4: "It is incorrect to combine USSR with 

days after 26 December 1991 in a SOLAP query".  
Although, this query example could be resolved by 
using particular spatio-multidimensional data 
structures such as DW versioning structures, Query 
IC allow designers to model any invalid query which 
can be independent of time-versioning aspects (for 
example, some products cannot be sold in certain 
stores). 

3 THE FRAMEWORK 

Before describing our conceptual framework for 
defining SOLAP IC, we present main concepts of a 
UML profile and Spatial OCL. 

The UML profiles are a way to customize UML 
for particular domains or platforms by extending its 
metaclasses (class, property, etc.). A profile is 
defined using three extension mechanisms: 
stereotypes, tagged values and constraints. A 
stereotype is an extension of a UML metaclass. 
Tagged values are properties of stereotypes. Finally, 
a set of OCL constraints precise each stereotype's 
application semantics. OCL provides a platform-
independent method to model constraints. It can be 
interpreted by code generators to generate code 
automatically. OCL constraints can be defined at the 
meta-model level (e.g., UML profile) and also at the 
model level (the profile instance). Spatial OCL is an 
extension of OCL that supports spatial topological 
relationships (inside, intersect, etc.) (Pinet et al., 
2007). 

In order to define SOLAP data, aggregation and 
query IC at a conceptual level, we propose a 
framework based on a UML profile and Spatial OCL 
(Figure 2). 

The main idea is to a have a unique UML profile 
that defines 3 interconnected models to conceptually 
represent:  
a) SDW data structures (SDW model),  
b) how measures are aggregated to meet the 
analysis requirements (Aggregation model), and  
c) Query IC model  
and then define IC with Spatial OCL using these 
models. In particular Data IC are defined by 
designers using Spatial OCL on the top of the 
instance of SDW model, Aggregation IC are defined 
as Aggregation model’s stereotypes constraints 
using OCL, and Query IC are defined using the 
Query IC model and Spatial OCL. Due to space 
reasons we do not detail the proposed profile, but we 
provide some examples. Details on the SDW and 
aggregation models can be found in (Boulil et al., 
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2011). It is important to note that we have chosen to 
define a UML profile instead of a metamodel since 
the UML metamodel’s elements are sufficient to 
capture all the SOLAP applications' semantics 
including all the multidimensional data structures 
(Glorioand Trujillo, 2008) and all the identified IC 
types. 

 
Figure 2: UML-OCL based conceptual framework. 

The SDW model allows the definition of SDW 
data structures and the expression of Data IC on the 
top of these structures using Spatial OCL (Boulil et 
al., 2011). 

The SDW case study represented using the SDW 
model is shown on Figure 3. This SDW model 
instance contains two dimensions: (i) a spatial 
dimension composed of 3 spatial levels (stereotyped 
as <<SpatialAggLevel>>), City, Region and 
Country; and (ii) a temporal dimension composed of 
three temporal levels Day, Month and Year. The 
numerical measure temperature 
(<<NumericalMeasure>> stereotype) is defined as 
an attributed of the fact class Temperature 
(<<Fact>> stereotype). 

 
Figure 3: A SDW model instance. 

Once the SDW model instance has been defined, 
data integrity constraints can be expressed using 
Spatial OCL. For example, the Data IC of Example 
1 is expressed as follows: 

 
The Data IC of Example 2 is expressed using 

OCL in the following way: 

 
 

The Aggregation model represents how measures 
are aggregated along dimensions according to 
decision-makers' analysis needs. The instance of 
Aggregation model for our case study, which 
represents that the temperature measure 
(aggregatedAttribute tagged value) is aggregated 
along all the dimensions using the average aggregate 
function (aggregator=Avg tagged value), is depicted 
in Figure 4. 

In (Boulil et al., 2011) we have identified a set of 
aggregation constraints that grant meaningful 
aggregations of measures. These constraints are 
valid for all SOLAP applications. Thus, we have 
implemented them as OCL constraints in the 
Aggregation Model package of the profile. They are 
checked by the CASE tool at the design stage when 
validating the conceptual model.  

 
Figure 4: Aggregation model instance. 

For example, in order to force the user to not 
aggregate non-additive (or value per unit) measures 
(for example the temperature; Example 3) using the 
sum aggregate function, the following OCL 
statement is defined in the profile: 

 
Finally, designers can express IC on SOLAP 

queries using the Query IC model. Typically, a 
SOLAP query is a combination of measures and 
members from different dimensions. Thus, the 
Query IC model can be used for example to define 
invalid combinations of member sets. These member 
sets are specified as attributes with the 
<<MemberSet>> stereotype. The value domain of a 
<<MemberSet>> attribute is a subset of members of 
a dimension level, whose definition is precised with 
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the condition tagged value, which is an OCL 
statement defined on the context of the dimension 
level to select a subset of its members. 

An example of an instance of the Query IC 
model is depicted on Figure 5, where the user states 
that combining days (<<MemberSet>> day) after 26 
December 1991 (condition= After1991-12-26, 
whose OCL expression is shown in Figure 6) with 
the USSR (<<MemberSet>> country) is meaningless 
in any SOLAP query.  

 
Figure 5: Query IC model instance. 

 
Figure 6: OCL used by the Query IC of Figure 5. 

4 IMPLEMENTATION 

In this section, we present our architecture to 
automatically implement SOLAP IC (Figure 7). The 
main idea is to automatically implement each kind 
of IC in a different tier of the SOLAP architecture. 
The conceptual definition of each IC is 
automatically translated into the implementation 
language used by each tier. In particular, Data IC are 
translated using SpatialOCL2SQL and implemented 
in the SDW tier; Query IC are translated by our 
automatic code generator (called UML2MDX) and 
implemented in the OLAP server and the SOLAP 
client, and finally Aggregation IC are implemented 
in our UML profile using OCL and controlled 
during the design stage by the MagicDraw CASE 
tool. 

Our SOLAP architecture (Figure 7) is based on: 
the Spatial DBMS Oracle Spatial 11g, the ROLAP 
Server Mondrian and a SOLAP client JRubik. 
Mondrian connects to a relational database and 
enables the execution of OLAP queries expressed 
using MDX (MultiDimensional eXpressions) that is 
a standard language for querying multidimensional 
databases. JRubik provides a graphical presentation 
layer on top of Mondrian and allows cartographic 
representations of OLAP queries using the SVG 
format. 

In order to automatically implement data IC in 

the Oracle Spatial 11g, we have used the code 
generator Spatial OCL2SQL. Spatial OCL2SQL is a 
Java open source tool which integrates the spatial 
extensions of OCL called OCL 9IM and OCL ADV 
(Pinet et al., 2007). It automatically generates SQL 
scripts for Oracle Spatial from Spatial OCL 
conceptual constraints.  
 

 
Figure 7: Automatic implementation of SOLAP IC. 

In our case study, the previously defined OCL 
data IC of Example 2 is transformed in the following 
SQL query: 

 
This query selects the facts (TEMPERATURE 

table's tuples) that do not satisfy the constraint of 
Example 2. 

The Aggregation IC are implemented as OCL 
profile inherent constraints in the MagicDraw CASE 
tool. MagicDraw supports OCL at the meta-model 
level (UML profile). In other terms, MagicDraw is 
able to check OCL constraints defined on UML 
stereotypes. This allows checking Aggregation IC at 
design stage independently of the specific SOLAP 
architecture used and without providing any 
implementation efforts. For example, if the designer 
defines an instance of the Aggregation model by 
using the Sum for the temperature measure, 
MagicDraw checks the OCL Aggregation IC of 
Example 3 and informs him that the constraint is 
violated. 

In order to implement Query IC, we use MDX, 
which is the defacto standard of OLAP Servers and 
Clients. Thus, the choice of Mondrian as OLAP 
server is not a limitation for our generic architecture. 
The main idea is to translate the Query IC into MDX 
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formula, which are stored in the OLAP Server and 
then visualized in the SOLAP client.  These 
formulas, when executed, inform user about the 
quality of query results. For each Query IC type we 
have defined an MDX template. The templates are 
fulfilled using a Java method (UML2MDX) that 
parses the XMI files associated to the Query IC. 
Different visual policies are associated with different 
combinations of members from these sets to be 
displayed in the SOLAP client tier:  green colour for 
valid cells, yellow colour for aggregated cells that 
include valid and invalid cells and red colour for 
invalid cells. Figure 8  shows an example of OLAP 
query where these visual policies are applied 
according the MDX formula implementing the 
Query IC of Figure 6: valid cells such as those 
combining USSR with dates before 1991-12-26 (e.g. 
1991-12-01) are displayed with green colour; invalid 
cells that involve for example USSR and dates after 
1991-12-26 (e.g. 1991-12-27, 2010-1, 2010) are 
displayed with red colour, other cells are displayed 
with yellow colour, such as 1991-12 with USSR 
because it is the aggregation of valid (e.g. 1991-12-
01 with USSR) and invalid cells (e.g. 1991-12-27 
with USSR). 

 
Figure 8: Query IC visualization of Example 4. 

5 CONCLUSIONS 

In this paper, we first show that the SOLAP analysis 
goodness depends on 3 quality types: data, 
aggregation and query qualities. Thus, we (i) extend 
the concept of integrity constraints to consider all 
these quality types; (ii) propose a framework based 
on a UML profile and Spatial OCL to express these 
SOLAP IC at the conceptual level; and (iii) show 
their automated implementations in a typical 
ROLAP architecture. Our current work is on 
improving the UML2MDX tool by integrating 
Spatial MDX expressions and defining cartographic-
related visualization policies in order to implement 
spatial query IC.  

As in our current automatic implementation only 
considers the snowflake schema SDW 
implementations, we are working on the 
consideration of the star-schema implementations. 
Finally, we will work on the formal validation of the 
completeness of our classification, and the 
expressiveness of our conceptual framework.  
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Abstract: Although association mining has been highlighted in the last years, the huge number of rules that are gen-
erated hamper its use. To overcome this problem, many post-processing approaches were suggested, such
as clustering, which organizes the rules in groups that contain, somehow, similar knowledge. Nevertheless,
clustering can aid the user only if good descriptors be associated with each group. This is a relevant issue,
since the labels will provide to the user a view of the topics to be explored, helping to guide its search. This
is interesting, for example, when the user doesn’t have, a priori, an idea where to start. Thus, the analysis of
different labeling methods for association rule clustering is important. Considering the exposed arguments,
this paper analyzes some labeling methods through two measures that are proposed. One of them, Precision,
measures how much the methods can find labels that represent as accurately as possible the rules contained in
its group and Repetition Frequency determines how the labels are distributed along the clusters. As a result,
it was possible to identify the methods and the domain organizations with the best performances that can be
applied in clusters of association rules.

1 INTRODUCTION

Association rules are widely used in many distinct
domain problems due to their ability to discover the
frequent relationships that occur among sets of items
stored in databases. Although this characteristic mo-
tivates its use, the main weakness of the association
technique occurs when it is necessary to analyze the
mining results. The huge number of rules that are gen-
erated makes the user’s exploration a difficult task.
Many approaches have been developed to overcome
this post-processing problem, such asQuerying, Eval-
uation Measures, Pruning, SummarizingandGroup-
ing (Zhao et al., 2009; Natarajan and Shekar, 2005;
Jorge, 2004). There are other ways to reduce the num-
ber of rules before post-processing be done, using, for
example, extraction algorithms that are not exhaustive
asApriori (Agrawal and Srikant, 1994). However, the
focus of this work is the post-processing phase. Thus,
it is considered, in this work, that it is better not to
eliminate rules (knowledge) during the extraction pro-
cess, but to work with all of them later.

Grouping is a relevant approach related to the
structure of the domain, since it organizes the asso-
ciation rules, previously obtained by algorithms like

Apriori (Agrawal and Srikant, 1994), in groups that
contain, somehow, similar knowledge. These groups
can improve the presentation of the mined patterns,
providing the user a view of the domain to be explored
(Reynolds et al., 2006; Sahar, 2002). The papers that
use clustering for post-processing association rules,
as seen in (Reynolds et al., 2006; Jorge, 2004; Sa-
har, 2002; Toivonen et al., 1995), are only concerned
with the domain organization. However, it is essential
that the organizations be used to aid the user during
the exploration process, minimizing its effort. Aid-
ing can be obtained from a structured domain by: (i)
highlighting the groups (clusters1) that are interest-
ing to be explored; (ii) generating good labels for the
groups that allow an easier browsing in the domain.

Regarding (i), (Carvalho et al., 2011), for exam-
ple, proposed the PAR-COM methodology that, by
combining clustering and objective measures, reduces
the association rule exploration space by directing the
user to what is potentially interesting. Thus, the user
only explores a small subset of the groups that con-
tain the potentially interesting knowledge. Regard-
ing (ii), it is essential that groups be represented by

1The words groups and clusters are used in this paper as
synonymous.
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labels that can provide the user a view of the topics
contained in the exploration space, helping to guide
its search. Finding good labels is a relevant issue in
many tasks as in Text Mining (TM) and Information
Retrieval (IR) (see some applications in (Manning
et al., 2009)). It is necessary, for example, that good
descriptors be presented to the user to facilitate ex-
ploratory analyses, interesting when the user doesn’t
have, a priori, an idea where to start. Furthermore,
although many methods have been proposed to label
document clusters in TM and IR, the papers related to
association rule clustering have not explored this is-
sue. Thus, as in other tasks, the analysis of different
labeling methods for association rule clustering is also
relevant, since it is necessary to identify the methods
that present good results. Besides, the integration of
good labeling methods with other methodologies can
allow association rule clustering to become a power-
ful post-processing tool. The integration with PAR-
COM (Carvalho et al., 2011), for example, can enable
the identification of the potentially interesting topics
in the domain.

Considering the exposed arguments, this paper
aims to analyze some labeling methods in order to
identify: (a) the methods that are more adequate for
association rule clustering;(b) the domain organiza-
tions that provide the best results, since the perfor-
mance of the methods are affected by them, i.e., by a
clustering algorithm combined with a similarity mea-
sure;(c) a consequence of(b), the domain organiza-
tions that best structure the knowledge. Two measures
are proposed and used to evaluate the methods. The
ideal is that the labels of each cluster represent as ac-
curately as possible the knowledge of its group (Pre-
cision (P) measure) and be as different as possible of
the labels of the other groups (Repetition Frequency
(RF) measure). It is important to mention that this
paper doesn’t fit in the post-processing approaches it-
self. The labeling methods here presented have to be
applied to clustering of association rules, i.e., along
with a post-processing methodology.

The paper is structured as follows: Section 2
presents some related works; Section 3 and Sec-
tion 4 the labeling methods that were selected and
the measures that were proposed to evaluate the ex-
periments results, respectively; Section 5 the config-
urations used in experiments; Section 6 the results
and discussion; Section 7 the conclusions and future
works.

2 RELATED WORKS

Since this paper aims to analyze some labeling meth-

ods for association rule clustering, this section
presents some papers related to the clustering ap-
proach and the labeling methods they use.

In order to structure the extracted knowledge,
different clustering strategies have been used for
post-processing association rules. In (Reynolds
et al., 2006) clustering is demonstrated through
partitional (K-means, PAM, CLARANS) and hi-
erarchical (AGNES) algorithms using Jaccard as
the similarity measure. In this case, the Jac-
card between two rulesr and s, expressed by
J-RT(r,s)=#{t matched by r}∩ #{t matched by s}

#{t matched by r}∪ #{t matched by s} , is calcu-
lated considering the common transactions (t) the
rules match – we refer to this similarity measure as
Jaccard with Rules by Transactions (J-RT). A rule
matches a transactiont if all the rule items are con-
tained in t. (Jorge, 2004) demonstrates the use
of clustering through hierarchical algorithms (Sin-
gle Linkage, Complete Linkage, Average Linkage)
also using Jaccard as the similarity measure. How-
ever, the Jaccard between two rulesr and s, ex-
pressed by J-RI(r,s)=#{items in r}∩ #{items in s}

#{items in r}∪ #{items in s} , is calcu-
lated considering the items the rules share – we refer
to this measure as Jaccard with Rules by Items (J-RI).
(Toivonen et al., 1995) proposes a similarity measure
based on transactions and uses a density algorithm to
carry out the clustering of the rules. (Sahar, 2002)
also proposes a similarity measure based on transac-
tions considering (Toivonen et al., 1995)’s work, al-
though using a hierarchical algorithm to carry out the
clustering.

All the above papers, related to the structure of
the domain, are only concerned with the domain or-
ganization. In general, each paper only uses one fam-
ily of clustering algorithms along with one similarity
measure to cluster the association rules and a unique
labeling method to present the mined results to the
user. (Reynolds et al., 2006) and (Jorge, 2004) se-
lect as labels of each group the items that appear in
the rule which is more similar to all the other rules
in the group (the medoid of the group). (Toivonen
et al., 1995) doesn’t mention how the labels are found,
but provides some traces that the labels represent the
more frequent and distinct items in the group. On
the other hand, (Sahar, 2002) proposes an approach to
summarize each cluster by finding the patternsa⇒ c
that cover all the rules in the cluster;a andc are items
in the domain and a patterna⇒ c covers a ruleA⇒C
if a ∈ A andc ∈ C. As observed, although the pro-
posed approach is used to summarize the clusters and
not, in fact, to define the cluster’s labels, the idea can
be used for this purpose.

Although many methods have been proposed to
label document clusters in tasks of Text Mining (TM)
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and Information Retrieval (IR), as in (Moura and
Rezende, 2010; Lopes et al., 2007; Kashyap et al.,
2005; Fung et al., 2003; Glover et al., 2002; Popes-
cul and Ungar, 2000; Larsen and Aone, 1999; Cut-
ting et al., 1992), the papers related to association rule
clustering have not explored this issue. However, as
presented in next section, many of these methods used
to label document clusters are similar to the ones used
to label association rule clusters, i.e, they are, some-
how, related. Thus, some methods, apart from the
ones presented in the next section, could be adapted
from TM and IR for association rule clustering.

3 LABELING METHODS

Aiming to analyze some labeling methods (LM) for
association rule clustering regarding their behavior
in relation to precision and distinctiveness, four
methods were selected and implemented. These
methods represent the ideas of many of the methods
previously described and cited in Section 2 (both for
association rules (AR) as for documents (TM and
IR)). In order to understand the methods, consider a
clustering composed of three clusters of association
rules: C1={r1: coffee⇒ butter; r2: milk ⇒ coffee;
r3: milk & butter ⇒ coffee}; C2={r1: butter ⇒
coffee; r2: milk ⇒ butter}; C3={r1: butter ⇒
milk; r2: coffee⇒ milk}. The example is merely
illustrative. The four methods described below are
LM-M, LM-T, LM-S andLM-PU.

In LM-M (LabelingMethodMedoid) the labels
of each cluster are built by the items that appear in
the rule of the group which is more similar to all the
other rules in the cluster (the medoid of the group).
So, is computed the accumulated similarity (as) of
each rule considering its similarity with respect to
the other rules and the one with the highest value is
selected. ConsideringC1 of the above example and
that r1 covers{t1, t3, t5, t7}, r2 {t1, t3, t5, t7, t9}, r3
{t3, t5, t7}, the similarities s(r1,r2)=s(r2,r1)=4

5 = 0.8,
s(r1,r3)=s(r3,r1)=3

4 = 0.75, s(r2,r3)=s(r3,r2)=3
5 = 0.6,

considering J-RT (Section 2), are obtained and the fol-
lowing a s are found: as(r1)=s(r1,r2)+s(r1,r3)=1.55;
a s(r2)=s(r2,r1)+s(r2,r3)=1.40;
a s(r3)=s(r3,r1)+s(r3,r2)=1.35. Thus, r1 is se-
lected andC1’s labels are defined to be{coffee,
butter}. These similarities among rules can be
obtained through any similarity measure, as the ones
presented in Section 2. In this paper we used J-RT as
in the most of the literature works. The papers related
with this idea are (Reynolds et al., 2006; Jorge,
2004) from AR and (Kashyap et al., 2005; Larsen
and Aone, 1999; Cutting et al., 1992) from TM and

IR. In this case, the user can also know the existing
relationship among the labels through the rule.

In LM-T (Labeling Method Transaction) the
labels of each cluster are built by the items that
appear in the rule of the group that covers the largest
number of transactions. A rule covers a transactiont
if all the rule items are contained int. Considering
C1 of the above example and thatr1 covers{t1, t3, t5,
t7}, r2 {t3, t5, t7}, r3 {t1, t3, t5, t7, t9}, r3 is selected
andC1 labels are defined to be{milk, butter, coffee}.
The paper related to this idea is (Fung et al., 2003)
from TM and IR. In this case, the user can also know
the existing relationship among the labels through the
rule.

In LM-S (Labeling Method Sahar due to its
reference to (Sahar, 2002)), a simplified version
of the process described in (Sahar, 2002) from
AR and explained in Section 2, the labels of each
cluster are built as follows: (i) considering a set
I = {i1, ..., im} containing all the distinct cluster
items, a setR= {r1, ..., rn} containing all the possible
relationshipsa ⇒ c, wherea,c ∈ I – each one of
these relationships represents a rule pattern; (ii) the
number of rules that each patternr i ∈ R covers is
computed (Nc); a patterna⇒ c covers a ruleA ⇒ C
if a ∈ A andc ∈ C; (iii) the pattern with the highest
cover is selected; in the event of a tie all tied pattern
are selected; (iv) all the selected patterns compose
a setP ⊆ R; (v) at the end, all the distinct items
in P compose the labels. ConsideringC1 of the
above example we have:I={coffee, butter, milk},
R={r1 : co f f ee⇒ butter, r2 : butter ⇒ co f f ee,
r3 : co f f ee ⇒ milk, r4 : milk ⇒ co f f ee,
r5 : butter⇒ milk, r6 : milk ⇒ butter}, Nc={r1 : 1,
r2 : 1, r3 : 0, r4 : 2, r5 : 0, r6 : 0} andP={r4}. Thus,
C1’s labels are defined to be{milk, coffee}. In this
case, the user can also know the existing relationship
among the labels through the rule(s).

In LM-PU (LabelingMethodPopescul andUngar
due to its reference to (Popescul and Ungar, 2000))
the labels of each cluster are built by theN items
in the cluster that present the best tradeoff between
frequency and predictiveness; formally we have:
f (in|Cn) ∗

f (in|Cn)
f (in)

. The f (in|Cn) measure computes
the frequencyf of each itemin in its clusterCn. The
f (in|Cn)

f (in)
measure computes the frequencyf of each

item in in its clusterCn divided by the item frequency
in all the clusters. Thein items are all the distinct
items that are present in the rules of the cluster.
Each time an itemin occurs in a rule its frequency is
incremented by one. Therefore, the labels are built by
theN items that are more frequent in their own cluster
and infrequent in the other clusters. Considering
C1 of the above example, its distinct items{coffee,
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butter, milk} andN = 1 we have: coffee=3∗ 3
5=1.8;

butter=2∗ 2
5=0.8; milk=2∗ 2

5=0.8. Thus,C1’s labels
are defined to be{coffee}. The papers related to this
idea are (Toivonen et al., 1995) from AR and (Lopes
et al., 2007; Glover et al., 2002; Popescul and Ungar,
2000) from TM and IR. In this case, the user doesn’t
know the existing relationship among the labels.

4 EVALUATION
METHODOLOGY

In order to evaluate the precision and distinctiveness
of the four labeling methods, two measures, presented
in Equations 1 and 2, were proposed, whereN refers
to the number of clusters. Both measures range from
0 to 1. To understand the measures, consider a clus-
tering composed of three clusters of association rules:
C1={coffee⇒ butter; milk⇒ butter} with the labels
{butter, coffee, milk}; C2={butter⇒ coffee; milk⇒
coffee} with the label{milk}; C3={butter⇒ milk;
coffee⇒ milk} with the labels{butter, milk}. The
example is merely illustrative.

Precision (P), in Equation 1, measures how much
the labeling method can generate labels that really
represent the rules contained in the clusters. This
measure is an adaptation of Recall used in Informa-
tion Retrieval (see (Manning et al., 2009)); however,
in this case, the relevant items to be retrieved are all
the rules in a cluster. Considering the above exam-
ple, the illustrative method has aP of 0.83 (P(C) =
2
2+

1
2+

2
2

3 ), since the labels ofC2 represent only one rule
of a total of two. It is considered that a rule is repre-
sented (covered) by a set of labels if the rule contains
at least one of the labels. Thus, it is expected that a
good method must have a high precision. However,
it is not enough to be precise if the labels appear re-
peatedly among the clusters. Therefore, Repetition
Frequency (RF), in Equation 2, measures how much
the distinct labels that are present in all the clusters
don’t repeat. Considering the above example, the il-
lustrative method has aRF of 0.33 (RF(C) = 1− 2

3):
one of the three distinct labels (butter, coffee, milk)
that are present in clusters doesn’t repeat. The higher
the RF value, the better the method, i.e., less repeti-
tions implies in better performance. Observe thatRF
can be used to compute the repetition frequency if we
omit “1-” of Equation 2; however, in this case, the
lower theRF value, the better the method. Thereby,
the choice of not computing the repetition was to stan-
dardize the interpretation of the measures.

P(C) =
å N

i=1 P(Ci)

N
, where (1)

P(Ci) =
#{rules covered in Ci by Ci labels}

#{rules in Ci}

RF(C)= 1−
#{distinct labels that repeat in the clusters}

#{distinct labels in the clusters}
(2)

Considering the labeling methods and the above
measures, some experiments were realized, which are
next described.

5 EXPERIMENTS

Some experiments were carried out to evaluate the
labeling methods regarding precision and distinctive-
ness throughP andRF. The four data sets used in
experiments are presented in Table 1. The first three
are available inR Project for Statistical Computing
through “arules” package2. The last one was do-
nated by a supermarket located in São Carlos city,
Brazil3. All the transactions of the Adult and In-
come contain the same number of items (referred here
as standardized-transaction data sets), different from
Groceries and Sup (referred here as non-standardized-
transaction data sets). Thus, the labeling methods
were evaluated on different types of data. The rules
were mined using anApriori implementation devel-
oped by Christian Borgelt4 with a maximum number
of 5 items per rule and excluding the rules of type
/0⇒X, whereX is an item contained in data. With the
Adult set 6508 rules were generated using a minimum
support (min-sup) of 10% and a minimum confidence
(min-conf) of 50%; with Income 3714 rules consider-
ing a min-sup of 17% and a min-conf of 50%; with
Groceries 2050 rules considering a min-sup of 0.5%
and a min-conf of 0.5%; with Sup 7588 rules con-
sidering a min-sup of 0.7% and a min-conf of 0.5%.
These parameter values were chosen experimentally
considering the exposed arguments in Section 1 and
(Carvalho et al., 2011)’s work.

Table 1: Details of the data sets used in experiments.

Data set # of transactions # of distinct items

Adult 48842 115

Income 6876 50

Groceries 9835 169

Sup 1716 1939

Since the papers described in Section 2 only use
one family of clustering algorithms and one similar-

2http://cran.r-project.org/web/packages/arules/index.html.
3http://sites.labic.icmc.usp.br/research/Cjto-Sup.data.
4http://www.borgelt.net/apriori.html.
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ity measure to cluster the association rules, it was de-
cided to use one algorithm of each family and the two
most used similarity measures (J-RI and J-RT (Sec-
tion 2)). The Partitioning Around Medoids (PAM)
was chosen within the partitional family and the Av-
erage Linkage within the hierarchical family. PAM
was executed withk ranging from 5 to 50 considering
a step of 5. The dendrograms generated by Average
Linkage were cut in the same ranges (5 to 50 con-
sidering a step of 5). All the choices were made con-
sidering an analysis of many clustering configurations
presented in (Carvalho et al., 2012). Table 2 summa-
rizes the configurations used in the experiments.

Table 2: Configurations used in the experiments.

Data Adult; Income; Groceries; Sup

sets

Algorithms PAM; Average Linkage

Similarity J-RI; J-RT

measures

k 5 to 50, step of 5

Table 3: Results forP andRF considering the ADULT and
INCOME data sets.

Labeling method Mean ofP Mean ofRF

LM-M 0.995310 0.321458

LM-T 0.923752 0.340560

LM-S 0.965381 0.416278*

LM-PU 0.997238* 0.305087

Clustering algorithm Mean ofP Mean ofRF

PAM 0.969465 0.285709

Average 0.971375* 0.405983*

Similarity measure Mean ofP Mean ofRF

J-RI 0.970287 0.269874

J-RT 0.970553* 0.421818*

Table 4: Results forPandRF considering the GROCERIES
and SUP data sets.

Labeling method Mean ofP Mean ofRF

LM-M 0.924978 0.700539*

LM-T 0.771151 0.696544

LM-S 0.899201 0.641688

LM-PU 0.971076* 0.662681

Clustering algorithm Mean ofP Mean ofRF

PAM 0.873818 0.564347

Average 0.909385* 0.786379*

Similarity measure Mean ofP Mean ofRF

J-RI 0.930973* 0.616215

J-RT 0.852230 0.734511*

Considering the configurations in Table 2, the four
labeling methods (LM-M; LM-T; LM-S; LM-PU)
were applied in the different domain organizations. In
relation to the labeling methods, LM-M and LM-T se-
lect only one rule as label, LM-S one or more rules,

in case of tie, and LM-PU the 5 items that present
the best tradeoff between frequency and predictive-
ness. Thus, in average, all the labeling methods gen-
erate the same amount of labels per cluster. In the end,
the performance of each labeling method was evalu-
ated throughRF andP, whose results are presented in
the next section. It is important to remember that the
aim of the measures is to evaluate, respectively, how
much the method can find labels that represent as ac-
curately as possible the knowledge contained in their
own groups and how the labels are distributed along
the clusters. The ideal is to identify methods that have
high values for both measures.

6 RESULTS AND DISCUSSION

As mentioned before, the performance of the labeling
methods were evaluated throughP andRF. Thus, in
order to identify the methods that are more adequate
for association rule clustering and the domain organi-
zations that provide the best results, an analysis based
on the mean of each measure was done. Tables 3
and 4 present the results – the best values are marked
with “*”. Each mean was obtained considering all the
results of the experiments5, which were grouped ac-
cording to the criteria shown (labeling method, clus-
tering algorithm, similarity measure) and according
to the different types of data (standardized-transaction
(Table 3) and non-standardized-transaction (Table 4)).
It is important to mention that since the results are de-
terministic no statistical test was done. It can be ob-
served that:

• in the standardized-transaction data sets (Table 3)
the method that presents the best result regarding
P is LM-PU and consideringRF LM-S. Thereby,
the user can choose one of them based on his
interests: accurate or distinctiveness. However,
it is possible to note that in all the methodsRF
presents low values whileP presents high val-
ues. Thus, it is better to use LM-S when the user
wants a tradeoff betweenP andRF, since it im-
provesRF (difference above 0.1) while maintain-
ing a goodP (difference of 0.03).

• in the non-standardized-transaction data sets (Ta-
ble 4) the method that presents the best result re-
gardingP is LM-PU and consideringRF LM-M.
Thereby, the user can choose one of them based
on his interests: accurate or distinctiveness. On
the other hand, it is possible to note that both
methods have similar values (difference of 0.05

5All the results of the experiments are available in
http://veronica1.rc.unesp.br/public/ICEIS-2012-R.pdf.
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Table 5: Examples of labels obtained in some of the experiments using Average+J-RT andk = 5.

Experiment Cluster 1 Cluster 2 Cluster 3 Cluster 4 Cluster 5

Income+ age=14-34 age=35+ languagein home=english languagein home= languagein home=english

LM-S dual incomes=notmarried languagein home=english numberin household=1 english sex=female

languagein home=english occupation= yearsin bay area=10+

professional/managerial

SUP+ aguatonica antartica cocacola deterglimpol fartrigo renata cocacola

LM-M cocacola gatorade oleo girassolsaladabunge gelatinaroyal leite salute

leite moca

in P and of 0.04 inRF). Thus, both of them could
be used when the user wants a tradeoff betweenP
andRF. However, it seems more adequate to use
LM-M in spite of LM-PU since LM-M (i) can be
more easily computed with partitional algorithms,
(ii) can allow the user to know the existing rela-
tionship among the labels and (iii) presents a bet-
ter value forRF (above 0.7) while maintaining a
goodP (above 0.9). Finally, it is possible to note
that these types of data sets present betterRF val-
ues in relation to theRF values in Table 3.

• the algorithm that presents the best performance
in all the tests is Average (Tables 3 and 4).

• the similarity measure that presents the best per-
formance in almost all the tests is J-RT (Tables 3
and 4). The only exception isP in Table 4, where
J-RI presents a better performance.

Considering the exposed arguments, it can be
observed that: (i) for standardized-transaction data
sets the method that seems to be more adequate
for association rule clustering is LM-S; (ii) for non-
standardized-transaction data sets the method that
seems to be more adequate for association rule clus-
tering is LM-M; (iii) the methods present better re-
sults when the clustering is obtained through Average;
(iv) J-RT seems to be a good similarity measure to
be used along with Average; (v) as a consequence of
(iii), it is possible to verify that Average represents the
domain organization which best separates the domain
knowledge, independently of the similarity measure
used – it can be inferred that a domain is well sep-
arated if a domain organization, along with an ade-
quate labeling method, provides good labels. These
conclusions cover the three objectives stated in Sec-
tion 1 (letters(a) to (c)). Besides, these results can
be used with other methodologies, as the methodol-
ogy described in (Carvalho et al., 2011), to make the
association rule clustering a powerful post-processing
tool.

Finally, Table 5 presents examples of la-
bels obtained in some of the experiments using
Average+J-RT andk = 5. One data set of each type
of data (standardized or non-standardized) is shown
along with its labeling method, according to the re-

sults above discussed, that had the best performance.
The items that occur more than once are underlined.
It can be observed that: (i) the labels of Income de-
scribe, with good precision and distinctiveness (P =
0.835; RF = 0.875), some specificities well defined
of the domain – cluster 2, for example, is related to
people above 35 years and cluster 5 to people who
are female and live for more than 10 years in the San
Francisco Bay area; (ii) on the other hand; the labels
of SUP describe, also with good precision and dis-
tinctiveness (P= 0.788;RF = 0.889), some types of
beverages that can be purchased, as clusters 1, 2 and
5, which are related with distinct shop styles: clus-
ter 1 with water, cluster 2 with soft drink and clus-
ter 5 with milk; (iii) the items that occur in many
clusters labels are very frequent in their data sets
(languagein home=english: 91%; cocacola: 22%),
which means that they can be used as complemen-
tary information of the clusters. Thus, as observed, it
is essential that good labels be found, since they can
aid the users in exploratory analyses by guiding their
search.

7 CONCLUSIONS

Due to the huge amount of association rules that are
obtained, considering the exposed arguments in Sec-
tion 1, many approaches were suggested, as cluster-
ing. However, for clustering to be useful to users it is
essential that good descriptors be associated with each
cluster to help, for example, in guiding their search.
Thus, the analysis of different labeling methods for
association rule clustering is a relevant issue. Con-
sidering the exposed arguments, this paper analyzed
some labeling methods. Two measures were proposed
and used to evaluate the methods. Precision,P, mea-
sures how much the methods can find labels that rep-
resent as accurately as possible the rules contained in
their own groups. Repetition Frequency,RF, mea-
sures how the labels are distributed along the clusters.
As a result, it was possible to identify the methods and
the domain organizations with the best performances
that can be applied in clusters of association rules.
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As future work we will explore some approaches
that aim to improve the labels through a general-
ization process. We want to explore the impact of
generic labels onP andRF to analyze if the results
of the labeling methods can be improved. From this
generalization process we intend to discover a topic
for each cluster considering the context given by the
user through ontology. Given, for example, the labels
“rice”, “bean” and “salad”, the topic could be food
or lunch, depending on the knowledge codified in the
ontology.
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Abstract: Simulating the performance behavior of complex software systems, like Enterprise Resource Planning 
(ERP) systems, is a hard task due to the high number of system components when using a white box 
simulation approach. This paper utilizes a black box approach for establishing a simulation model for SAP 
ERP systems on the basis of real world performance data, which is gathered by using a synthetic 
benchmark. In this paper we introduce the benchmark, called Zachmanntest, and demonstrate that by using 
an evolutionary algorithm basing on the results of the Zachmanntest, the exact performance behavior of the 
ERP system can be modeled. Our work provides insights on how the algorithm is parameterized e.g. for the 
mutation and crossover probability, to receive optimal results. Furthermore we show that the evolutionary 
algorithm models the performance and scalability of an ERP system with an error less than 3.2%. With this 
approach we are able to build simulation models representing the exact performance behavior of a SAP ERP 
system with much less effort than required when using a white box simulation approach. 

1 INTRODUCTION 

The performance of an enterprise SAP ERP system 
is a business critical factor, as the ERP system often 
builds the basis for many semi-automated business 
processes. The throughput and response time of the 
ERP system determines how fast the business 
operations can be performed. Any change on the 
ERP system in hardware, software or user behavior 
is a business critical action.  

Software performance prediction is an approach 
to reduce the risk of bad system performance after 
such a change. Simulation approaches like layered 
queuing networks (Franks et al., 2009) are 
conventionally used to predict the performance 
behavior of SAP ERP systems (Sithole et al., 2010). 
Simulation approaches though require an insight into 
the system (white box approach), which is not 
always given. The white box approach becomes 
more hardly to handle, when more than 60,000 SAP 
ERP system’s components have to be represented in 
an appropriate simulation model. Besides, existing 
models often only assume the performance behavior 
of the components (for example an exponential 
function), which leads to incorrect simulation 
results. In order to avoid incorrect simulation models 

and results, a black box approach might be used 
first.  

This paper uses a black box approach for 
creating a simulation model based on performance 
data from a real-world SAP ERP system. We strictly 
follow the proposed simulation way of Jain (Jain, 
1991), where any simulation should be based on 
reliable performance data. The appropriate 
performance data set is gathered by executing a 
synthetic benchmark, called Zachmanntest 
(Bögelsack et al., 2010). We follow the black box 
approach by executing the test from outside of the 
SAP ERP system and only record the performance 
results. Applying a white box approach to the 
analyzed SAP ERP system would be possible too, 
but very costly due to the system’s complexity. The 
results of the black box approach are then used to 
build up the simulation model. Whenever though 
this data is used as input to a subsequent system like 
a simulation engine, it has to be transformed into a 
mathematical model. An algorithm that exactly 
solves the mathematical modeling for any given set 
of data is highly complex, resulting in an 
inacceptable execution time. To avoid this execution 
time we use a model approximation using an 
evolutionary algorithm. As long as the 
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approximation error is less than the estimated 
measurement error, the approximation does not 
negatively affect the exactness of the subsequent 
system. This paper proves that evolutionary 
algorithms can be used to establish a model 
representing the performance behavior of a SAP 
ERP system under different configurations and 
workloads. We describe the model approximation 
we performed on the results of the Zachmanntest, 
using our evolutionary algorithm implementation 
Mendel. Our research shows what affects the 
efficiency of the algorithm, and how it has to be 
configured to obtain best results. In addition we 
depict the modeling results and interpret the 
usability of evolutionary algorithms for black box 
ERP performance prediction. 

The rest of the paper is organized as follows: 
section 2 provides an overview about related work in 
the field of performance simulation of ERP systems 
and the usage of evolutionary algorithms for the 
purpose of performance modeling. Section 3 
describes the background and functionality of the 
Zachmanntest in detail. The explanation of the 
evolutionary algorithm and the establishment of it 
are explained in section 4. Section 5 summarizes the 
paper and provides an outlook. 

2 RELATED WORK 

Exploring related work in the area of modeling and 
simulating SAP ERP systems should be divided into 
two subareas: 1) the application of any modeling and 
simulation approach to SAP ERP systems and 2) the 
application of evolutionary algorithms to the IS field 
for any modeling or simulation purpose. 

Regarding the first subarea there are several 
papers available, all dealing with the common 
problem of how to simulate a SAP ERP system, 
which consists of more than 60,000 programs.  
Modeling the performance of SAP ERP system is 
firstly mentioned in (Bögelsack et al., 2008), 
whereas the authors state out how they would tackle 
the modeling problem of a complex software 
product like SAP ERP system. The approach is 
afterwards extended in (Gradl et al., 2009). Here a 
concrete modeling approach called Layered Queuing 
Network (LQN) is used and a first model is 
populated manually with performance measurement 
data and simulated afterwards. The same approach 
of utilizing LQN is used in (Rolia et al., 2009) to 
show the appropriateness of the LQN approach. 
Further research of the authors lead to (Rolia et al. 

2010), where a resource demand estimation 
approach is presented. 

In the area of applying evolutionary algorithms 
to a IS-related problems, first papers are published in 
the area of logistic problems, e.g. for the pallet 
loading problem as in (Herbert/Dowsland 1996). 
However, applying evolutionary algorithms in the 
area of simulation and especially performance 
simulation is very common. (Tikir et al., 2007) 
shows the application of evolutionary algorithms in 
the field of High Performance Computing. In 
(Justesen 2009) a simulation model combined with 
an evolutionary algorithm to find optimal processing 
sequences for two cluster tools from the wafer 
manufacturing. 

3 PERFORMANCE 
MEASUREMENT AND 
WORKLOAD CREATION 

Following the ideas of (Jain, 1991) and (Law, 2008) 
every simulation must be either based on or 
validated by performance measurement results and 
obtaining data from real-world applications is the 
best case for this. Generally spoken, application and 
synthetic benchmarks can be used to obtain valuable 
performance results. In this chapter we explain a 
synthetic benchmark, called Zachmanntest, which is 
used to gather performance results. Those results 
form the basis of our simulation model and 
algorithm. 

3.1 Application and Synthetic 
Benchmark 

Measuring the performance of SAP ERP systems is 
a hard task as there are two different perspectives of 
how to measure the performance and how to 
implement a measurement process. First, the usage 
of so called application benchmarks is proposed. 
Application benchmarks contain a sequence of 
typical application usage steps. An exemplary step 
would be the creation of a customer order or a 
production order. The set of typical application 
usage steps form the application benchmark, which 
is then somehow instrumented with a performance 
metric, e.g. the number of created production orders. 
The most commonly known application benchmark 
in the sector of SAP ERP systems is the sales and 
distribution benchmark (SD benchmark). 
Application benchmarks are used very often, which 
can be proven by the large number of available SD-
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benchmark results (see (SAP, 2010)). One drawback 
of application benchmark is that they are hard to 
implement and need a huge testing environment.  

Second, the usage of synthetic benchmarks is 
proposed for measuring the performance of a SAP 
ERP system. The synthetic approach derives from 
the need of testing the performance of a very 
specific element in the SAP ERP system. A 
synthetic benchmark is a set of elementary 
operations in the SAP ERP system 
(Curnow/Wichmann, 1976). For example, applying 
a TPC-benchmark for measuring the performance of 
the underlying database system, is a popular 
approach to get an understanding of the system’s 
performance (Doppelhammer et al., 1997). One 
drawback of any synthetic benchmark is that the 
benchmark is very focused. However, the major 
advantage is, that a synthetic benchmark can be 
easily applied to the system and performance results 
can be gained quickly. 

In this paper we utilize a synthetic benchmark to 
measure the performance and scalability of a SAP 
ERP system. We chose the synthetic benchmark, 
because it is easy to apply to the SAP ERP system, it 
gains the necessary results for our simulation 
approach and the benchmark steps are transparent to 
us. 

3.2 Zachmanntest – A Synthetic Main 
Memory Benchmark 

3.2.1 Zachmanntest: Architecture 

The Zachmanntest consists of two Advanced 
Business Application Programming (ABAP) 
programs. The first program is an easy to use entry 
mask to specify the test execution parameters. The 
second one is the ultimate test executable, which 
produces a lot of main memory operations in the 
application server. In fact, those main memory 
operations are operations on so called internal tables. 
Each program of the SAP ERP system, which is 
somehow interacting with the database management 
system and stores/reads data from it, uses this 
concept. From our point of view, this operation is a 
universal one and therefore a suitable example for a 
synthetic benchmark. A synthetic benchmark 
requires a specific sequence of operations/programs 
to be executed during runtime (Curnow and 
Wichmann, 1976). This is achieved by specifying 
the following steps during the execution. Please note 
that we used pseudo-code instead of ABAP 
statements: 
 

 1:While time < max_run 
 2:  Create internal table 
 3:  Fill internal table with data 
 4:  While iteration <loop_cnt 
 5: Randomly select data set 
 6: Read selected data set  
 7: Increase throughput counter 
 8:  Endwhile 
 9:  Delete internal table 
10:Endwhile 
11:Print throughput counter 

The value max_run defines the runtime (default: 900 
seconds) after which the execution of the 
Zachmanntest is aborted. The value loop_cnt 
(default: 1,000,000) defines a numerical value for 
how often the internal table should be cycled. By 
executing the entire Zachmanntest, one instance of 
the test executable is instantiated. The Zachmanntest 
produces a heavy main memory load on the 
application server.  

3.2.2 Performance Metric 

The Zachmanntest is meant to quantify the 
performance of the underlying main memory system 
from a SAP perspective. Generally, there are several 
performance metrics available, e.g. response time 
metrics or throughput metrics. The performance 
metric of the Zachmanntest is throughput, measured 
in rows per seconds. For example, after finishing 
one run of one Zachmanntest, the throughput of the 
SAP ERP system results in about 9,000 rows per 
second. This metric is to be interpreted as follows: in 
the case of one instantiated benchmark in the SAP 
ERP system, approx. 9,000 rows per second can be 
accessed for this benchmark instance. When 
handling two benchmark instances at the same time 
(we refer to them as two Zachmanntests) the 
throughput might be less or equal. This is because 
the maximum available throughput will be shared 
between both Zachmanntests. 

The throughput metric is the best metric for the 
purpose of our simulation, as it can be easily applied 
to the simulation model. The throughput is 
expressed in a very simple numerical only way. 
Thus it can be applied to our simulation without the 
need of any transformation or mathematical 
operation. 
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4 MODELING THE 
PERFORMANCE USING 
EVOLUTIONARY 
ALGORITHMS 

The next step after measuring the performance of the 
ERP system using the Zachmanntest is to make the 
measured data usable for performance and 
scalability prediction. For this, the measured data 
has to be transformed into a mathematical model. 
For multi-dimensional data, an exact solution 
becomes very complex in terms of the model size 
and solution determination, making it unusable for 
simulation approaches. Furthermore there is no 
guarantee that exactly one optimal model exists for 
the measured performance data – several Pareto-
optimal solutions might be possible (Zitzler and 
Thiele, 1999) when factors like the model length and 
evaluation time are considered. To limit the 
maximum model size, as well as to reduce the time 
for solution determination, an evolutionary 
algorithm is used to approximately model any given 
set of performance data. 

4.1 Description of the Evolutionary 
Algorithm Approach 

The basic idea behind any evolutionary algorithm is 
the imitation of Darwin’s idea of natural evolution. 
The best individuals or genomes of a generation 
survive and reproduce. Hence, an evolutionary 
algorithm is a random search method performing 
multi-criteria optimization on an n-dimensional 
search area. The algorithm consists of multiple 
individuals, competing on a limited resource. The 
algorithm performs several iterations, each resulting 
in a new generation of individuals. A fitness 
function is used to determine every individual’s 
fitness, resulting in the decision if an individual is 
allowed to pass its genome to the next generation or 
not. Mutation and crossover is performed whenever 
a genome is passed to a new generation’s individual, 
allowing moving or jumping in the search area. 

In our actual prototype Mendel (named after the 
researcher Gregor Johann Mendel), the limited 
resource is the fixed size of individuals and the rule 
that 50% of the individuals are passed to the next 
generation, while new individuals replace the other 
50%. The fitness of an individual is defined by the 
negative geometrical distance of the generated 
model from the underlying measured performance 
data. An error value ݏா is calculated as defined in 
formula 1, with ݎ௦௨ௗ being the ith measured 

value, ݎௗௗ the ith modeled value, and n the 
number of measured performance values. Simply 
saying, an individual is fitter than another if its 
model fits closer to the measured data (i.e. the model 
has a smaller error value ݏா). 

 

s୰୰ = 	∑ หr୫ୣୟୱ୳୰ୣୢିr୫୭ୢୣ୪ୣୢหr୫ୣୟୱ୳୰ୣୢ୬୧ୀ n  

4.2 Model Representation and 
Mathematical Operators 

The model of an individual is stored in a genome 
structure. Every odd element in the genome is either 
a fixed number, or a parameter, and every even 
element is an operator. The genome is interpreted 
from right to left, assuming a right bracketing. 

Figure 1 is a visualization of the exemplary 
model a + ୶ୠ౯ష౩(ౙ∗) with a, b, c being fixed 
numbers and x, y, z parameters.  

A + x / b ^ y - sin c * z 

Figure 1: Genome coding of an exemplary model. 

4.3 Configuration of the Evolutionary 
Algorithm 

The performance and efficiency of the evolutionary 
algorithm is strongly dependent on its configuration 
(Zitzler/Thiele, 1999). Commonly used 
configuration parameters are shown in Table 1. 

Table 1: Configuration parameters of the evolutionary 
algorithm. 

Parameter Description 

Population 
Size 

The number of individuals. Larger 
population size results in higher model 
variance, but also increases the resource 
usage per iteration.  

Genome 
Length 

The length of the genome. Longer genomes 
result in more complex models. 

Mutation 
Probability 

The probability for mutation when a model 
is passed to the next generation.  

Crossover 
Probability 

The probability for crossover when a model 
is passed to the next generation. 

 
For identifying the optimal configuration for 

modeling the given performance data we carried out 
five calculations for every combination of 
configuration parameters, interrupted the 
evolutionary algorithm after five minutes, and 
compared the resulting models. As the evolutionary 
algorithm is a non-deterministic algorithm, we 
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compared the median value of the five calculations 
per configuration. 

4.3.1 Population Size and Genome Length 

Population size defines the number of parallel 
threads that are used for modeling, while the genome 
length defines the length of the model. Both 
parameters are correlated, as they both affect the 
resource usage of the evolutionary algorithm. A 
bigger population requires to evaluate and pass more 
models per iteration, while the genome length 
determines the required CPU cycles to evaluate and 
the memory to store the model.  

To get an indication for an appropriate 
population size range we performed the modeling 
with 100, 1,000, 5,000, 10,000 and 20,000 
individuals. The results of this first iteration showed 
that a population size bigger than 5,000 does not 
provide usable results on the given hardware 
configuration. 

The same ranging was done for the genome 
length. Modeling was performed for 11, 21, 41 and 
201 genome length, showing that a genome longer 
than 41 elements is not performing in the given 
context. Figure 2 depicts the average modeling error 
for all combinations of population size and genome 
length. 

 
Figure 2: Effect of population size and genome length on 
modeling accuracy. 

Higher population size results in more modeling 
variation, which again results in a higher chance of 
the model converging to the measured data. The 
optimal population size though is determined by the 
number of available CPUs. Too big populations (in 
our case > 3,000 individuals) result in increased wait 
times, reducing the efficiency of the algorithm. 

From the data presented in the diagram it is 
obvious that a too long genome also reduces the 
modeling accuracy. On the one hand this inaccuracy 
is caused by a reduced number of iterations 
performed in the given timeframe due to an 

increased resource need for the model evaluation. 
On the other hand an analysis of intermediate result 
revealed that with a long genome mutation becomes 
inefficient. In every iteration mutation changes one 
genome element. However, the longer a genome is 
the higher is the chance that it contains elements 
with small effects. Hence the possibility of 
mutations advancing the model noticeably is 
decreased. Short genomes though reduce the model 
flexibility, inhibiting the approximation of complex 
measured data. For the given ERP data a population 
size of 1,500 or 3,000, and a genome length of 21 
proved to return the best results. 

4.3.2 Mutation and Crossover Probability 

Mutation and crossover, as defined by Goldberg 
(1989), build the random searching operations of the 
evolutionary algorithm. Both operations are 
performed with a given probability when a model is 
passed to a new generation. To determine the effect 
of the mutation and crossover probability the 
average error value is compared for each 
combination of mutation and crossover probability. 
Figure 3 shows all the combinations resulting in an 
average modeling error value of less than five 
percent. 

 
Figure 3: Effect of mutation and crossover probability on 
modeling accuracy. 

It is obvious that high crossover or mutation 
probability leads to accurate models. Zero or small 
mutation probability (< 20%) avoids convergence 
towards an optimum, while zero or small crossover 
probability restricts the jumping in the search area, 
forces the algorithm to getting caught in a local 
optimum. 

4.4 Modeling Results 

Given the correct configuration, the evolutionary 
algorithm results in models approximating very 
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close the given scalability data. In our case study the 
model fits to the given data with an error smaller 
than four percent. 

Figure 4 visualizes the modeled scalability data 
compared to the measured data for an ERP system 
configured with 12 work processes. It is visible that 
the model comes very close to the measured data. 
Providing the presented model the evolutionary 
algorithm achieved an error of less than 0.7 percent, 
in a modeling time of five minutes. 

 
Figure 4: Comparison of measured and modeled data for 
12 workflow processes. 

Table 2 shows the error values (EV, in percent) 
of all work process (WP) configurations. For each 
configuration, modeling was performed for exactly 
five minutes. 

Table 2: Modeling error values for all measured work 
process configurations. 

WP 6 7 8 9 10 11 12 13 14 

EV 2.2 3.2 2.8 0.9 1.7 1.2 0.7 2.0 1.4 
 
Compared to other works in the field of 

evolutionary algorithms (see (Tikir et al. 2007) for 
example), our reached error values are very low. 
Hence, we rate our gained error values as very good 
ones.  

5 CONCLUSIONS AND FUTURE 
WORK 

5.1 Conclusions 

This paper presents our black box approach to create 
a simulation model, which is based on an 
evolutionary algorithm and real world performance 
data from a SAP ERP system. The presented results 
show that, given the correct configuration, 

evolutionary algorithms perform well in modeling 
scalability data of ERP systems with an error value 
under 3.2%. The modeling error of approximately 
two percent is less than the assumed measurement 
error, and thus acceptable. A negative side of the 
non-determinism of the evolutionary algorithm is 
that an acceptable model is only found in 
approximately ninety percent of all modeling runs in 
an acceptable time, while in the other cases the 
algorithm takes hours to result in a usable model. 
This effect is independent on the given performance 
data but results from the random model generation 
and mutation. We neglected the effect by setting a 
timeout, after which the algorithm was restarted. 

One of the biggest benefits of using the 
evolutionary algorithm proved to be its ability to 
model any kind of data without being adopted. This 
characteristic allows the modeling of multiple sets of 
data automatically without any manual effort, and 
allows the integration of the algorithm into an 
automatic scalability and performance prediction 
framework, bridging for example from the measured 
scalability and performance data to the simulation 
engine. 

5.2 Future Work 

This paper shows how to use the black box approach 
for modeling a very complex SAP ERP system in a 
first step. However, such a software system must be 
modeled in a more detailed way. Thus our goal is to 
extend the simulation model with more components 
and to use real life monitoring data to establish an 
evolutionary algorithm, which is able to reproduce 
the exact performance behavior of the entire system.  

Evolutionary algorithms as implemented in our 
prototype Mendel, suite well in modeling the 
performance and scalability data when the data is 
equally distributed. When an equal distribution is 
not given, the used fitness function might result in a 
model not representing properly the scalability of the 
ERP system. This might be the case if, for example, 
a big data set is available for low load, but only few 
data for high load. Then a well matching model for 
all the low load data, not matching the high load 
data, might result in a good fitness value. This effect 
will be neglected by implementing clustering of the 
scalability data and solving each cluster on its own. 

Future work will also be to identify the optimal 
configurations of the evolutionary algorithm for 
different usage scenarios. As presented in this paper 
the configuration strongly affects the modeling error 
and the time the algorithm needs to finish.  
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Abstract: Real-time databases are different from traditional databases in that they have timing constraints on data and
on transactions upon the data. The design of this kind of databases must consider both temporal aspects of
data and timing constraint of transactions in addition to the logical constraints of the database. This paper
proposes a new UML profile that extends UML with concepts related to real-time databases design. These
extensions aim to accomplish the conceptual modeling of a real-time database according to three aspects:
structural, temporal and behavioral. Our propositions is based on MARTE (Modeling and Analysis of Real-
Time and Embedded systems) profile which provides capabilities of modeling concepts to deal with real-time
and embedded system features. The proposed profile is illustrated by a case study in the context of Ait Traffic
Control System.

1 INTRODUCTION

Real-Time DataBases (RTDBs) are typically used to
manage environmental data in computer control ap-
plications, such as air traffic control, automated man-
ufacturing, and military command and control (Ra-
mamritham, 1993). The design of such RTDBs dif-
fers from both that of real-time systems and that of
conventional database management systems. The de-
signers of RTDBs much consider both temporal as-
pects of data and timing constraints of transactions in
addition to logical constraints of the database

The design of RTDBs is performance-and
semantic-dependent. It must consider factors such as
sensor data, derived data and quality of data manage-
ment, temporal semantics in transactions scheduling
algorithms and concurrency control protocols, to meet
the timing constraints defined by the real-time appli-
cations (Idoudi et al., 2010). This paper proposes a
new UML profile that incorporates these concepts. It
is based on a subset of concepts inspired from the
HLAM, NFP, and TIME packages of MARTE. The
motivations behind these extensions are three-folds:
(i) to have new notations distinguishing quantitative
and qualitative features of RTDBs, (ii) to facilitate
the modeling of timing aspects of data and transac-
tions, (iii) to accomplish the conceptual modeling of
RTDBs. This profile not only captures the structural

aspects of a RTDB features, but also the temporal and
behavioral aspects.

The remainder of this paper is structured as fol-
lows: in Section 2, we present the related works. In
Section 3, 4, and 5 we respectively address the model-
ing of structural, temporal, and behavioral aspects of
RTDBs. In Section 6, we present a case study to more
illustrate our proposals. In Section 7 we conclude the
paper and we give some perspectives of our work.

2 RELATED WORK

In recent years, several UML profiles have been pro-
posed for modeling real-time systems to depict its
real-time constraints. Only a few of these UML pro-
files address RTDBs modeling.

In (DiPippo and Ma, 2000), DiPippo and Ma de-
scribe an UML package, called RT-Object, for spec-
ifying RTSORAC object. This UML package con-
tains real-time attributes, real-time methods, compat-
ibility functions and constraints. The RT-Object pack-
age is based on a past standard of UML which is
UML 1.3 Extension Mechanisms package. Further-
more, imprecise computation encapsulated within the
RTSORAC object model is described in the context of
Epsilon Serializability (Ramamritham and Pu, 1995),
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Figure 1: HLAM package specification in MARTE.

and does not support the notion of quality of data in-
troduced in (Amirijoo et al., 2006).

Another work proposed the UML-RTDB profile
(Idoudi et al., 2008a) (Idoudi et al., 2008b) to ex-
press RTDB features in a structural model. It sup-
plies concepts for RTDBs modeling such as real-time
attributes, real-time methods and real-time classes.
However, the proposed extensions are based on the
Evolutionary Stereotype concept (Debnath et al.,
2003) which is not a standard way of extending UML.

MARTE (OMG, 2009) is an industry standard of
the OMG for model-driven development of embed-
ded systems (OMG, 2009). It aims at providing sup-
port for specification, design, validation, and verifi-
cation stages in real-time and embedded system de-
velopment. The richness of MARTE profile in terms
of concepts offers an interesting common modeling
basis to adequately specify many design features of
RTDBs. However, the notions of real-time data and
real-time transactions, which are the basis features of
RTDBs are missing in MARTE.

3 MODELING OF STRUCTURAL
ASPECTS

3.1 High Level Application Modeling in
MARTE

The HLAM package of MARTE proposes concepts
that enable to describe both quantitative and quali-
tative features of real-time applications at a high ab-
straction level. Figure 1 depicts the basic stereotypes
associated with the HLAM package. AnRtUnit may
be seen as an autonomous execution resource that
owns one or more schedulable resources to handle in-
coming messages.RtUnitsmay provide real-time ser-
vices. TheRtServicestereotype has been introduced
for that purpose. TheRtFeaturestereotype is used to
annotate model elements with real-time features ac-
cording to set ofRtSpecificationassociated with this
stereotype. It can be attached to multiple kinds of
modeling elements (i.e., behavioral features, actions,
messages, signals, and ports). For a full description
of all these stereotypes, the reader may refer to the
specification document of MARTE (OMG, 2009).

Figure 2: RTDB Profile Metamodel.

3.2 Modeling of RTDB Structural
Features

We propose new stereotypes expressing RTDB fea-
tures in a structural model on the one hand, and ac-
cording to the MARTE profile on the other hand. Fig-
ure 2 shows the extensions proposed to some meta-
classes belonging to the class diagram. In order to
take advantages of some MARTE concepts, the pro-
posed profile imports stereotypes from HLAM, NFP,
and VSL sub-profiles.

3.2.1 Stereotypes for Real-Time Data

Real-time attributes are divided into two types:sensor
attributesandderived attributes(Ramamritham et al.,
2004). Sensor attributes are used to store sensor data
which are issued from sensors. Derived attributes are
used to store derived data which are calculated from
sensor data. Thus, we define two stereotypes,sensor
and derived, in order to declare respectively sensor
and derived attributes in the class diagram. As illus-
trated in Figure 2, we define an abstract stereotype,
called realTimeProperty, that factorizesvalidity du-
ration property which indicates the amount of time
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during which the attribute value is considered valid.
We use theMARTE NFPDurationdatatype as a type
for thevalidity durationfeature.

We characterize eachsensorstereotype by two
properties :maximum data errorandperiodicUpdate.
Maximum data errorindicates the maximum devia-
tion tolerated between the current attribute value and
the updated value. It is of typeNFP Real. Maximum
data error represents a non-functional property spec-
ifying the upper bound of the error. We propose to
associate theNfp stereotype of MARTE profile to the
maximum data errorattribute.PeriodicUpdaterefers
to a periodic operation of the class that owns the sen-
sor attribute. The role of this periodic operation is to
update the currentvalueand thetimeStampfields of
thesensorattribute. It is of typeOperation.

As shown in Figure 2, we characterizederived
stereotype bysporadicUpdateproperty, that refers to
a sporadic operation of the class that owns the derived
attribute. This sporadic operation is used to update the
current valueand thetimeStampfields of thederived
attribute.

Each real-time attribute value is characterized by
a timestamp, which indicates the time at which it was
last updated. So, for each real-time attribute value
corresponds atimestamp, which distinguishes it from
other attribute’s values. Whereas, the values of the
validity durationandmaximum data errorfields are
the same for the same real-time attribute.

3.2.2 Stereotypes for Real-Time Transactions

A real-time transactions may be aperiodic, periodic,
or sporadic (Ramamritham et al., 2004). It has timing
constraints such as deadline and period. We define
three stereotypes, aperiodic, periodic, and sporadic
(cf. Figure 2) in order to declare respectively ape-
riodic, periodic, and sporadic operations in the class
diagram. Each of these stereotypes is characterized
by adeadline, which indicates the last time by which
the method execution must be completed. Thereby,
we define an abstract stereotype, calledrealTimeOp-
eration, which is used to annotate model elements
(i.e. Operations) with real-time features according to
set of RtSpecification associated with this stereotype.
RtSpecification possesses nine tagged values among
which: relDl, occKind, and priority. The relDl at-
tribute specifies the deadline of a method execution.
The occKind attribute indicates the arrival transaction
specification (i.e. periodic, aperiodic, or sporadic).
For a periodic (respectively aperiodic and sporadic)
transaction, the PeriodicPattern (respectively Aperi-
odicPattern and SporadicPattern) enumeration literal
is selected for ArrivalPattern attribute of the occKind
property. The priority attribute specifies the priority

Figure 3: Time Specification in MARTE.

order of a transaction. TherealTimeOperationstereo-
type factorizes also two properties: concPolicy and
isAtomic. When the value ofisAtomic is true, the
method execution is done as one individual unit. This
fact coincides with theatomicityproperty of a trans-
action. However, in RTDBs, this feature is relaxed in
order to allow the validation of a transaction even if
only a part of its actions have been executed (Agrawal
et al., 1994). So, in our work, we consider that the
value of theisAtomicproperty is alwaysfalse. The
concPolicyproperty specifies the concurrency policy
of a transaction. The values of this property may be:
reader, writer or parallel. A writer transaction im-
plies that multiple calls from concurrent transactions
may occur simultaneously and will be treated as soon
as concurrency on data allows its execution. Areader
transaction implies that multiple calls from concur-
rent transactions may occur simultaneously and will
be executed simultaneously if there is no writer trans-
action using one or more data that thereader trans-
action needs. Aparallel transaction is a transaction
whose actions do not use any data of the database in
reading mode nor in writing mode. In our work, we
consider that for an update transaction, which can pe-
riodic or sporadic, theconcPolicyproperty iswriter.

3.2.3 Real-Time Class Stereotype

The design of a RTDB, which is by definition a
database system, has to take into account the manage-
ment of many components such as queries, schemas,
transactions, commit protocols, concurrency control
protocol, and storage management (Stankovic et al.,
1999). In order to deal with time-constrained data,
time-constrained operations, parallelism, and concur-
rency property inherent to RTDBs, we introduced the
RealTimeClassstereotype. This stereotype specifies
that instances of a class will encapsulate real-time
data and real-time operations and a local concurrency
mechanism. Because of the dynamic nature of the real
world, more than one transaction may send requests
to the same object. Concurrent execution of these
transactions allows several methods to run concur-
rently within the same object. To handle this essential
property of RTDB systems, we associate to each ob-
ject a local concurrency control mechanism, named
local controller, that manages the concurrent execu-
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tion of its methods. Thus, the object receives mes-
sages in its mailbox awaking its local controller that
checks the timing constraint attached to messages and
selects one message following a special scheduling al-
gorithm. The local controller verifies the concurrency
constraints with the already running methods of the
object. Then, it allocates a new thread to handle the
message when possible. When a method terminates
its execution, the corresponding thread is released and
concurrency constraints are relaxed. In our work, the
scheduling algorithm adopted by the mailbox is EDF
(EarliestDeadlineFirst). For that purpose, we import
from MARTE library theSchedPolicyKindenumera-
tion which defines the most common kind of schedul-
ing policy. Add to that, the concurrency control pro-
tocol adopted by the local controller is 2PL-HP (Two
Phase Locking-High Priority). In 2PL-HP, all data
conflicts are immediately resolved by aborting lower
priority transactions. Thereby, we enhance our profile
model library by a new enumeration type, calledCon-
currencyControlKind, in order to define concurrency
control policies (i.e. 2PL-HP, PCP (Priority Ceiling
Protocol), SCC (Speculative Concurrency Control),
etc.). OurRealTimeClassstereotype overlaps with the
UML extensions presented by MARTE profile espe-
cially those relative to the mailbox and the local con-
troller. In fact, aRealTimeClassmay be considered
as an autonomous execution resource, able to handle
different messages at the same time. It can manage
concurrency and real-time constraints attached to in-
coming messages. This has the same meaning as the
RTUnitstereotype defined in MARTE (cf. Figure 1).
Thus, we consider that theRealTimeClassconcept as
a specialization of MARTERtUnit concept. Thereby,
a RealTimeClassis a real-time unitbut with a RTDB
modeling semantics. It represents the RTDB entity
which encapsulates time-constrained data and time-
constrained operations. It also deals with parallelism
and concurrency features.

4 MODELING OF TEMPORAL
ASPECTS

4.1 Time Specification in MARTE

The sub-profile TIME of MARTE has been intro-
duced to model timing aspects. Figure 3 depicts the
MARTE extension about time modeling in UML. The
Clock stereotype is a model element that represents
an instance ofClockType. TheClockTypestereotype
is related indirectly to theClockstereotype. Its prop-
erties specify the kind of clock (chronometric or log-

Figure 4: Clocks Specification in our RTDB Profile.

ical), the nature (dense or discrete) of the represented
time, a set of clock properties (e.g., resolution, max-
imal value, etc.) and a set of accepted time units.
TheClockConstraintis a stereotype of the UMLCon-
straint concept. The clock constraints are used to
specify the time structure relations of a time domain.
A ClockConstraintis a constraint that imposes depen-
dency between clocks or between clock types.

4.2 Modeling of RTDB Temporal
Properties

Time is present in different RTDB features and more
specially in real-time data. Real-time data are divided
into two classes: sensor data and derived data. As pre-
viously mentioned in Section 3.2.1, we have defined
for each sensor data a periodic method (i.e.period-
icUpdate) which is periodically executed to update
the values of the corresponding sensor data. In the
same way, we have defined for each derived data a
sporadic method (i.e.sporadicUpdate) which is spo-
radically executed to update the values of the corre-
sponding derived data. In this section, we define for
the sensor and derived data clocks as well as their as-
sociated properties in a high level specification using
the TIME sub-profile of MARTE. The temporal unit
that we are looking for can be used in two ways: (i) to
reference the physical time and adopt a chronometric
clock for sensor data, (ii) to reference a logical time
that is incremented each time sensor data have been
updated.

The MARTE TimeLibrary provides a model for
the ideal timeused in physical laws:idealClk, which
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is an instance of the classIdealClock, stereotyped by
ClockType. The IdealClockrepresents the time evo-
lution. This time is expressed in seconds in the inter-
national system units. Starting withidealClk, we de-
fine new discrete chronometric clock (cf. Figure 4).
First, we specifiesChronometric(a class stereotyped
by ClockType) which is discrete, not logical (therefore
chronometric), and with a read only attribute (resolu-
tion). Clocks belong to timed domains. In Figure 4, a
single time domain is considered. It owns two clocks:
idealClkandsensorClk, an instance ofChronometric
that both uses the second (s) as a time unit; and whose
resolution is 0.01 s. The two clocks are a priori in-
dependent. A clock constraint specifies relationships
among them. The first statement of the constraint de-
fines a clock c local to the constraint. C is a discrete
time clock derived from idealClkby a discretization
relation. The resolution of this clock is 1 ms. The
next statement specify thatsensorClkis subclock of
c with a ratep times slower than c. The fourth state-
ment indicate thatsensorClkis not a perfect clock.
Flaws are characterized by non functional properties
like stability and offset. Its rate may have small vari-
ations (a stability of 10−

5
implicitly measured onide-

alClk). The last statement claims that the clocks is
out of phase, with an offset value between 0 and 5 ms
measured onidealClk.

Figure 4 depicts the definition of a logical clock
dedicated for derived data. We have created a class
DerivedDataClockwith ClockTypeas stereotype.This
class has three attributes:maximalValue, offsetand
resolution. MaximalValue specifies the maximal
value of the associated clock, value at which the clock
rolls over. TheoffSetproperty determines the initial
instant of the associated clock. Theresolutionat-
tribute defines the resolution of the associated clock.
Now that we have defined the clock, we need to in-
stantiate it. Figure 4 depicts the instantiation of the
clock DerivedDataClockcalledderivedClk. The unit
of DerivedClkis the sensor data update.

Sensor data are periodically updated causing the
update of each derived data that uses those sensor
data. This is equivalent to say that the derived data up-
date operation is activated every tick of the clock asso-
ciated with sensor data. We can deduce an affine rela-
tion betweensensorClkandderivedClkas specified in
the clock constraint specified in Figure 4:derivedClk
isPeriodicOn sensorClk, period = pp, offset=t. Such
a constraint states that each ppth occurrence ofsen-
sorClk there will be an occurrence ofderivedClkand
the first occurrence ofderivedClkappears at the tth

instant ofsensorClk.

5 MODELING OF BEHAVIORAL
ASPECTS

5.1 Behavior Specification in MARTE

State machines are often used in the real-time and
embedded domain. They allow the description of a
system behavior in terms of states and transitions be-
tween these states. MARTE introduces mainly two
time-related concepts that can be used to improve the
usage of the UML behaviors, such as state machines,
for developing real-time applications: timed process-
ing and timed events (cf. Figure 3). TheTimedPro-
cessingstereotype enables modelers to specify dura-
tion for a behavior. TheTimedProcessingstereotype
represents activities that have known start and finish
times or a known duration, and whose instants and du-
rations are explicitly bound to clocks. It can also ref-
erence events triggered when a behavior or processing
starts and ends. The duration can be specified using
the VSL language, which supports time expressions.

The TimedEvent stereotype represents events
whose occurrences are explicitly bound to a Clock.
It extends theTimeEventconcept of UML. It allows
to characterize the logical or physical clock on which
a time event relates.

5.2 Modeling of RTDB Behavior

A RTDB is a collection of real-time objects which are
used to manage time-critical dynamic systems in the
real world. RTDB behavior model building consist of
describing the behavior with state-transition diagram
for each real-time object of the RTDB. Stereotypes
TimedProcessingandTimedEventare used to specify
behavior, duration of a behavior, and events bounded
to a clock. The tagged valuequeueSchedPolicy, de-
fined in MARTE, are associated to the state-transition
diagram in order to indicate the queue scheduling pol-
icy of a behavior. We apply theTimedProcessing
stereotype on the state machine itself and we spec-
ify the corresponding clock using the meta-attribute
on. We employ theTimedEventstereotype in order to
characterize the logical and physical clocks on which
a time event relates.

6 CASE STUDY

Throughout, this section, we will use a running exam-
ple to illustrate the use of our profile. We illustrate
our proposal on an air traffic control system. The
aim of the air traffic control is to separate aircrafts,

Modeling�Structural,�Temporal�and�Behavioral�Features�of�a�Real-Time�Database

123



Figure 5: Aircaft real-time class.

Figure 6: Aircraft behavior modeling.

to avoid collisions and to organize the flow of traf-
fic. It consists of a large collection of data describ-
ing the aircrafts, their flight plans, and data that re-
flect the current state of the controlled environment
(Locke, 2001). This includes flight information, such
as aircraft identification, speed, altitude, origin, des-
tination, route and clearances. In fact, each aircraft
has three sensor data which are speed, altitude and
location and two derived data which are path and
lane. Sensor data are periodically updated to reflect
the state of an aircraft. The derived data is calcu-
lated based on altitude, location, and direction val-
ues, in order to verify if the aircraft deviates from a
predetermined path or lane. All these data values are
published periodically by sensors supervising the air-
crafts controlled elements.

For sake of clarity, only theAircraft class and
a subset of its methods are specified. EachAir-
craft in the airspace is stereotyped byrealTimeClass.
We characterize theAircraft class by three sensor at-
tributes: direction, location, and altitude. Each at-
tribute is periodically updated in order to closely re-
flect the real world state of the application environ-
ment. Thereby, we associate to each sensor attribute
a periodic method: updateAltitude(), which periodi-
cally updates the value and the timestamp of the alti-
tude. We characterize also the Aircraft class by two
derived attributes: lane which is calculated from loca-

tion and altitude values, and path, which is calculated
from location and direction values. Each derived at-
tribute has its own sporadic method: computePath(),
which sporadically updates the value and the times-
tamp of the path. Figure 5 depicts a simplified view of
the Aircraft class. We indicates that the Aircraft class
is the main unit of the application (propertyisMain is
set to true) and it starts a mainrtService, calledstart().
Its isDynamicproperty is set to true. In this case, the
schedulable resources are created dynamically when
required. The attributealtitude has a validity dura-
tion equal to (3, s) and its maximumDataError is 5.
Additionally, it is updated periodically using theup-
dateAltitude()operation, which has a period equal to
(3, s). The concPolicyattribute of that operation is
writer and its isAtomicattribute is set tofalse. In
the same way, we characterize the derived attribute
path by avalidityDurationand amaximumDataError
and it is sporadically updated by means of thecom-
putePath()operation.

Figure 6 depicts a state-machine diagram that pro-
vides a simplified view of theAircraft behavior. The
Aircraft has four states: TakeOff, Flying, Update, and
Landing. Periodically , it enters in the Update state
for updating the Aircraft sensors values. The sensors
values update has to be done with a period of 5 s and
lasts 2 s. Then it returns to the state which activated
the update transition. We apply the TimedProcessing
stereotype on the state machine itself. We use the for-
mer to indicate the scheduling policy associated with
the Aircraft behavior (i.e EDF). The latter is used to
assign the sensorClk clock to the model. All the el-
ements of the state machine have the same time ref-
erence. We apply the TimedEvent stereotype on the
UML timed event that triggers the UpdateTimeOut
transition.
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7 CONCLUSIONS

The richness of MARTE profile in terms of con-
cepts offers an interesting common modeling basis
to adequately specify many design features of RT-
DBs. In This paper, we showed how the concepts
of the MARTE standard profile can serve to model
RTDB features. We used the HLAM package to de-
scribe both quantitative and qualitative properties, and
the TIME sub-profile to specify temporal properties.
Moreover, we proposed UML/MARTE-based exten-
sions for a complete and powerful RTDB modeling.
Additionally, the proposed extensions not only cap-
ture the structural aspects of RTDB features, but also
the temporal and behavioral aspects. We have in-
vested some effort on ensuring that all concepts have a
well defined basis semantics. This has been illustrated
on a case study in the context of Air Traffic Control
System.

We are currently working on the the integration
of the RTDB development process in the context of
a Model Driven Architecture. This way, the complex
task of designing the whole RTDB is tackled in a sys-
tematic, well-structured and standard manner.
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Abstract: Legacy enterprise systems mainly consist of two kinds of artefacts: source code and databases. Typically, 
the maintenance of those artefacts is carried out through re-engineering processes in isolated manners. 
However, for a more effective maintenance of the whole system both should be analysed and evolved 
jointly according to ADM (Architecture-Driven Modernization) approach. Thus, the ROI and the lifespan of 
the legacy system are expected to improve. In this sense, this paper proposes the schema elicitation 
technique for recovering the relational database schema that is minimally used by the source code. For this 
purpose, the technique analyses database queries embedded in the legacy source code in order to remove the 
dead parts of the database schema. Also, this proposal has been validated throughout a real-life case study. 

1 INTRODUCTION 

Today, many organizations have huge legacy 
systems supported by relational databases (Blaha, 
2001), and these systems are not immune to software 
ageing (Visaggio, 2001). Nevertheless, the erosion 
not only affects the source code, but also databases 
age gradually. For instance, in order to adapt the 
system to new requirements, new tables and/or 
columns are added to the schema of the database; 
other tables are modified and even discarded without 
erasing them from the database; and so on. These 
changes over time generate problems related to 
inconsistency, redundancy and integrity among 
others. 

Therefore, organizations must address 
maintenance processes in their legacy information 
systems. The entire replacement of these systems 
has a great impact in technological and economic 
terms (Sneed, 2005). So that, maintenance based on 
evolutionary reengineering processes has typically 
been carried out (Bianchi et al., 2003). Moreover, 
the typical re-engineering process has been shifted to 
the so-called Architecture-Driven Modernization 
(ADM) (Ulrich and Newcomb, 2010) in the last 
years. ADM advocates carrying out re-engineering 
process following the principles of model-driven 
development: taking into account all involved 
artefacts as models and implementing 

transformations between them.  
The increasing cost of maintaining legacy 

systems along with the need to preserve business 
knowledge has turned the modernization of legacy 
systems into an important research field (Lewis et 
al., 2010). ADM provides several benefits such as 
ROI improvement to existing information systems, 
reducing development and maintenance cost and 
extending the life cycle of the legacy systems. 

This paper proposes the elicitation of database 
schemas, a reverse engineering technique that 
follows the model-driven principles to recover a 
minimal relational schema from the queries 
embedded in the legacy source code. The reverse 
engineering technique to elicit relational database 
schema consists of two key stages: 
(i) Static analysis of source code, which examines 
the Legacy source code and looks for SQL 
(Structure Query Language) statements embedded in 
the code. In this task, a model of SQL sentences is 
built according to a metamodel of DML (Data 
Manipulation Language) of SQL. 
(ii) Model transformation, which obtains a model of 
the relational schema from the previous SQL 
sentences model. This transformation is based on a 
set of rules that elicits the minimal schema of the 
underlying database. 
The objective of this proposal is to discover the 
minimal subset of relational elements of the legacy 
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database in order to improve the database to use it in 
the ADM process. Thus, the proposed technique 
rebuilds the database schema and removes the dead 
parts based on the embedded SQL sentences. This 
mechanism eradicates duplicated or unused tables, 
removes unused columns, and discovers new 
referential constraints. In this way, the software of 
legacy systems does not evolve in an isolated 
manner, but takes into account its relational 
databases. 

The remainder of this paper is organized as 
follows. Section 2 summarizes related works in the 
database reengineering field as well as the state-of-
the-art about ADM. Section 3 explains the proposed 
schema induction technique in detail. Section 4 
presents a case study to validate the proposal. 
Finally, Section 5 addresses the conclusions of this 
work. 

2 STATE-OF-THE-ART 

2.1 Related Work 

Research about re-engineering on applications and 
databases jointly is usually addressed in literature. 
Reus (Reus et al., 2006) presents a reverse 
engineering process based on MDA (Model-Driven 
Architecture) for recovering UML (Unified 
Modeling Language) models from PL/SQL code. 
Fong (Fong, 1997) and Ramanathan et al. 
(Ramanathan and Hodges, 1997) transform the 
relational models into object-oriented (OO) models 
to integrated them with OO applications. Also, 
Cohen et al. (Cohen and Feldman, 2003) convert 
parts of the application logic from the procedural 
style of the legacy systems to the declarative style of 
SQL in order to integrate them with relational 
databases. Hainaut et al. (Hainaut et al., 1996) 
proposes a reverse engineering process for 
recovering the design of relational databases and Wu 
et al. (Wu et al., 2008) discover topical structures of 
relational databases. Moreover, Pérez-Castillo et al. 
(Pérez-Castillo et al., 2009) propose a wrapping 
technique to extract Web services from relational 
databases that manage the data access. Finally, Polo 
et al. (Polo et al., 2007) have studied building 
database-driven applications. 

However, related works do not address some key 
challenges for modernizing relational databases: (1) 
those works do not follow a model-driven approach 
in all phases of the reengineering process and (2) 
recovered database knowledge is not managed in an 
integrated and standardized manner. ADM is a 

potential solution for dealing with the first challenge 
while KDM (Knowledge Discovery Metamodel) 
enables optimal knowledge management for 
relational databases within the ADM processes, the 
second challenge. 

2.2 Standards Involved: ADM, KDM 
and QVT 

The reengineering processes and MDA principles 
converge in ADM, an OMG standard for 
modernizing legacy systems (Khusidman and 
Ulrich, 2007). ADM is the concept of modernizing 
existing systems with a focus on all aspects of the 
current systems architecture and the ability to 
transform current architectures to target architectures 
(Pérez-Castillo et al., 2011). 

The ADM Task Force in OMG led to several 
standards (OMG, 2009). The cornerstone of this set 
of standards is KDM (Knowledge Discovery Meta). 
KDM allows standardized representation of 
knowledge extracted from legacy systems by means 
of reverse engineering. In addition, KDM has been 
recently recognized as the standard ISO 19506 
(ISO/IEC, 2009). The KDM metamodel provides a 
common repository structure that makes it possible 
to interchange information about software artefacts 
in legacy systems. KDM makes it possible to 
represent the PIM models in the horseshoe model. 
KDM can be compared with the UML standard: 
while UML is used to generate new code in a top-
down manner, the ADM processes that involving 
KDM starts from the existing code and builds a 
higher level model in a bottom-up manner (Moyer, 
2009). 

The KDM metamodel (ISO/IEC, 2009) is 
divided into four layers (each one based on a 
previous layer) representing both physical and 
logical software assets of information systems at 
several abstraction levels. This work focuses on (i) 
program element layer, which provide a language-
independent intermediate representation for various 
constructs determined by common programming 
languages; and (ii) runtime resource layer, which 
enables representation of high-value knowledge 
about legacy systems such as databases. 

3 SCHEMA ELICITATION 

The proposed ADM process is organized into three 
stages. The first stage of the modernization process 
aims to obtain, through reverse engineering, a set of 
PSM models representing each software artefact of 

Database�Schema�Elicitation�to�Modernize�Relational�Databases

127



 

the legacy system. This task involves using a 
specific metamodel for each artefact. After that, in 
the second stage, a KDM model is built (using 
model transformations) from the PSM models 
recovered from the legacy system. In this case, the 
KDM model plays the role of a PIM model. 
Therefore, this model abstracts any technology-
specific aspect of the legacy system. It should be 
borne in mind that obtaining KDM models does not 
end in the restructuring stage, because it is possible 
to restructure the KDM model itself. For example, 
transformations can be tailored between KDM 
layers. Finally, the forward engineering stage 
accomplishes building new and improved 
information systems. This stage involves PSM 
models to represent specific aspects related to the 
technological nature of each target system. In this 
way, the modernization process is completed 
according to the horseshoe model.  

The aim of this modernization process is to 
modernize legacy systems focused on code and 
database as exclusive software artefacts. These 
artefacts undoubtedly determine three KDM models 
that must be obtained in the reverse engineering 
stage of this modernization process: (i) KDM 
Inventory Model is based on the Source Package of 
KDM. It enumerates physical artefacts of the legacy 
system and defines the mechanism of traceability 
links between all the KDM elements and their 
original representation in the legacy source code. (ii) 
KDM Code Model supports both Code Package and 
Action Package. This model aims to represent 
program elements and their associations at the 
implementation level. It includes elements supported 
by several programming languages such as 
sentences, operators, conditions, associations, 
control and data flows. (iii) KDM Data Model 
represents data manipulation in legacy systems. 
Data Model is based on Data Package and uses the 
foundations provided by Code Model related to the 
representation of simple data types. Also, this model 
can depict the relational databases used by the 
legacy system. 

In addition to these models, the schema 
elicitation technique involves other models in the 
reverse engineering stage of this ADM process (see 
the shaded part of Figure 1). The database schema is 
elicited from the SQL embedded in the source code 
by means of the proposed technique, and thus it 
generates an SQL Sentences Model by means of the 
static analysis of legacy source code. The static 
analysis activity also produces the Inventory Model 
and Code Model. After that, the Database Schema 
Model, a model that represents the minimal schema 

of the database, is obtained through the model 
transformation from the SQL Sentences Model. 
Finally, the needed KDM Data Model is obtained 
from the Database Schema Model. 

At this point, both the source code and the 
database are represented according to KDM. 
Therefore the restructuring and forward engineering 
stages can be carried out in order to generate the 
modernized version of the legacy systems (see 
Figure 1). 

 
Figure 1: Schema elicitation technique based on ADM. 

In order to obtain the SQL Sentences Model the 
technique analyses the legacy source code for 
embedded SQL sentences by means of a parser. This 
parser is a syntactical analyser that exhaustively 
scans source code. When the parser finds an SQL 
sentence, it translates that sentence into a model 
according to a metamodel of the DML (Data 
Manipulation Language) of SQL-92 that has been 
developed. 

The metamodel modeling the syntax of the SQL-
92 DML (ISO/IEC, 1992). It can represent the SQL 
operations such as Insert, Select, Update and Delete 
together with search conditions. 

After obtaining the SQL Sentences Model 
through static analysis, the Database Schema Model 
must be obtained by mean of a model 
transformation. These models of relational database 
schemas are represented through a metamodel 
according to the SQL-92 standard (ISO/IEC, 1992). 
Deductions of the minimal database schema are 
based on a set of rules developed specifically for this 
purpose. These rules recover only a subset of the 
database schema elements that are handled by the 
SQL sentences embedded in the source code. 
Rule 1. The tables that appear in any SQL sentence 
(Insert, Select, Update or Delete) as either source or 
target clauses (From, Set, Into, and so on) are 
created as tables in an induced database scheme. 
Rule 2. The columns that are selected, added, 
deleted or updated in the SQL sentences are created 
in the corresponding tables. These tables have 
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previously been created through the application of 
Rule 1. Rule 3. The columns depicted through the 
table alias in sentences (As clause) are created in the 
table related to this alias. This table was created 
previously by means of Rule 1. Rule 4. The data 
type associated with each column can be deduced 
through the kind of expressions where these columns 
appear. For example, Like expressions ‘string’ 
data type; arithmetic expressions ‘integer, decimal 
or numeric’ data type, and so on. Rule 5. The Select 
sentences structured in Join mode suggest potential 
primary keys and foreign keys according to the 
pattern expressed in Figure 2. While the source 
column(s) of join select is/are related to the 
column(s) within the foreign key, the target 
column(s) of join select is/are related to the 
column(s) within the primary key. Rule 6. After 
applying the previous rules, it is possible that some 
tables are created without a primary key. In this 
case, a new column is attached to these tables as its 
primary key. This column is a sequential number 
that is generated automatically. 

 
Figure 2: Pattern “join select to foreign key”. 

4 CASE STUDY 

The case study addresses a modernization project 
that is currently being carried out. The subject 
legacy system of this project is the intranet of the 
Computer Science Faculty at the University of 
Castilla-La Mancha. This intranet was developed 
five years ago by several people. 

The structure of the intranet consists of five 
modules: (i) the Main module is the major module of 
the intranet and has the standard functionalities; (ii) 
the Administration module is in charge of 
administrative and office tasks; (iii) the Old Students 
module manages information related to students who 
were members of the faculty; (iv) the Management 
module is a module for the setup of the intranet; and 

finally, (v) the Quality module measures and reports 
on the quality of the faculty. 

The intranet has a typical Web architecture 
separated into three layers: presentation, business 
and persistence. The technology used to develop the 
presentation layer was JSP (Java Server Pages), 
JAVA for business layer and ORACLE together with 
JDBD-ODBC for the persistence layer. The total 
size of this legacy system is 72.68 KLOC. 

The case study establishes two research 
questions to analyse the Database Schema Models 
obtained through the proposal: 
Q1.  Are the output models complete? 
Q2.  Are the output models minimal with regards to 
the original database schema? 
The question Q1 aims to assess the completeness of 
the obtained database schema. A specific schema is 
complete when: (i) all tables in this schema model 
have a primary key; (ii) there are no tables without 
columns; and (iii) the schema model does not have 
any duplicated elements. Moreover, the question Q2 
takes into account the minimization of the database 
schema. The minimization is measured by means of 
the size of the obtained schema regarding the size of 
the source database schema. In order to measure the 
gain between the previous and current sizes, we use 
two variables: the gain related to the number of 
tables (1) and the gain related to the number of 
columns in each table (2). In these formulas, T0 is 
the number of tables in the legacy database schema 
and C0{Ti} represents the number of columns of Table 
i in the legacy database. Moreover, T represents the 
number of tables in the improved database schema 
and C{Ti} is the number of columns in Table i in the 
obtained database schema. ்ܩ = ܶ − ܶܶ  (1)

{்}ܩ = {்}ܥ − {்}ܥ{்}ܥ  (2)

The execution of the case study was carried out by 
means of a tool based on the Eclipse platform that 
was developed to support the elicitation schema 
technique. A QVT (Queries / Views / 
Transformations) (OMG, 2008) model 
transformation is tailored in the tool from the 
proposed rules. The tool accomplishes several SQL 
Statements Models, a model for each source code 
file. Table 1 summarizes the models obtained from 
the legacy source code. 

After that, the QVT transformations are executed 
through the tool using these models as input models 

Select
SUB-TABLE.*

From
SUPER-TABLE, SUB-TABLE

Where
SUB-TABLE.FK-column = SUPER-TABLE.PK-column
and SUPER-TABLE.search-column = “filter”

SUPER-TABLE PK-column search-column column1 … columnN

SUB-TABLE PK-column FK-column column1 … columnN

ForeignKey
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to obtain the output model that represents the new 
and minimal database schema.  

Table 1: Input SQL statement models. 

Module Source 
Files 

SQL 
Statements 

SQL Statement 
Models 

Main 18 23 18 
Administration 8 14 8 
Old Students 4 4 4 
Management 1 1 1 

Quality 44 60 44 
Total 75 102 84 

After the execution of the QVT transformations, 
a set of output models that depicts database 
segments (used for each module of the intranet) was 
obtained. Table 2 summarizes the results obtained 
for each output model. The legacy database had 140 
tables and 25 tables were recovered. Table 2 shows 
the tables recovered for each intranet module. In 
addition, it presents the gain related to the tables 
(GT) as well as the gain regarding the columns (GC). 

The analysis of the results obtained for these 
models presents several conclusions that should be 
considered as a response to the question Q1: (i) 
tables are usually obtained without primary keys 
unless Rule 6 is launch after other QVT relations; 
(ii) obtaining tables without columns is not usual, 
because any column that appears in a SQL statement 
is normally associated with its table.  

In this case study, the QVT relations do not infer 
enough foreign keys, because the only QVT-
implemented mechanism for inferring foreign keys 
is Rule 5. Indeed, the intranet source code has only 
two join select sentences due to the bad design of the 
legacy database.  

In order to respond to the question Q2, the gain 
of the obtained database schema was also assessed. 
In total, 18% of the tables were recovered (25 tables) 
and the GT value was 82%. With respect to the 
columns, the box diagram in Figure 3 shows the 
distributions of GC for each intranet module. The 
mean per table of the GC values was 27%, although 
in some modules this mean was higher. In this study, 
the GC mean is lower than the GT. However, the total 
gain related to the size minimization of the new 
database schema is significant. 

5 CONCLUSIONS 

This paper proposes a modernization process based 
on KDM. The objective of this process is the 
modernization of legacy source code together with 
legacy relational databases. For this reason, this 

proposal considers two complementary sources of 
knowledge: (i) the schema of the legacy database, 
and (ii) the SQL sentences embedded in the legacy 
source code. 

The main contribution of this paper is a 
mechanism named ‘schema elicitation’ to rebuild the 
database schema from the SQL sentences embedded 
in the source code. 

 
Figure 3: Box diagram of GC per module. 

This mechanism removes the dead parts of the 
database schema such as duplicated or unused tables 
and unused columns. Also, this mechanism can 
discover new referential constraints implicit in the 
source code. Therefore, this proposal obtains 
improved and minimal database schemas used in the 
latter stages of the modernization process. In order 
to support the schema elicitation mechanism, two 
SQL metamodels were developed: a metamodel for 
representing SQL sentences embedded in source 
code as well as a metamodel for modelling schemas 
for relational databases. In addition, a set of QVT 
relations was tailored to transform a SQL sentences 
model into another database schema model. 

Finally, a case study with a legacy intranet 
reports the main advantages of this proposal. Firstly, 
the obtained database schema had the adequate 
completeness level, thus that schema can be used as 
new database schema in the modernized system. 
Secondly, the dead parts were removed. In our case 
study the minimization of the size of the obtained 
schema was around 80% with regard to the original 
size. 

The future extension of this research focuses on 
the improvement of the completeness level of the 
database schema models and on the detection more 
dead parts by means of more refined patterns. For
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Table 2: The schema elements recovered through the case study and the gain of the minimal schema. 

 
 

this purpose, more case studies will be carried out in 
order to detect more information needs in the target 
database schema that must be obtained. In addition, 
the future work will address the next stages of the 
proposed modernization process such as the 
transformation from database models to KDM 
models, and then, the restructuring and forward 
engineering stages, which will use the previous 
knowledge. 
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Abstract: Due to the advancement of both, information technology in general, and databases in particular; data storage 
devices are becoming cheaper and data processing speed is increasing. As result of this, organizations tend 
to store large volumes of data holding great potential information. Decision Support Systems, DSS try to 
use the stored data to obtain valuable information for organizations. In this paper, we use both data models 
and use cases to represent the functionality of data processing in DSS following Software Engineering 
processes. We propose a methodology to develop DSS in the Analysis phase, respective of data processing 
modeling. We have used, as a starting point, a data model adapted to the semantics involved in 
multidimensional databases or data warehouses, DW. Also, we have taken an algorithm that provides us 
with all the possible ways to automatically cross check multidimensional model data. Using the 
aforementioned, we propose diagrams and descriptions of use cases, which can be considered as patterns 
representing the DSS functionality, in regard to DW data processing, DW on which DSS are based. We 
highlight the reusability and automation benefits that this can be achieved, and we think this study can serve 
as a guide in the development of DSS. 

1 INTRODUCTION 

One of the challenges of Software Engineering (SE), 
is to propose: rules, process, guidelines and models 
that address Software development: quickly, 
efficiently, in a specific and unambiguous manner 
and resulting in a quality product. Methodologies are 
proposed continually, with varying degrees of 
complexity and agility; leading teams in a certain 
direction during the software development process, 
also referred to as software life cycle. In recent 
years, SE has acquired great importance and, 
increasingly, less software developments that being 
undertaken without prior planning. In SE the Cases 
of use (CU), are considered by most members of the 
scientific community as a technique, not necessarily 
object-oriented, which allows us to model the 
functionality of a software system at a high level of 
abstraction, and with no regard to the programming 
paradigm in which the system will be implemented. 

Decision Support Systems DSS, are based upon 
historical databases containing large amounts of 
data. They try to extract the information processing 
the data in a certain way; allowing managers to 
make decisions and predict future trends. 

"Predicting the future by studying the past." 
However, DSS are not always based on databases 
built for this purpose, sometimes using transactional 
databases, something we don’t consider efficient. 
We believe the DSS must be based on data 
warehouses (DW), or multidimensional databases 
(MMDB); and following specific, multidimensional 
(MM), data models; which reflect the 
multidimensional semantics and lead to analysis 
from the earliest stages of system development. In 
this work we are using MM and CU for modeling 
processing data in DSS.  

This paper is structured as follows: Section 2 
includes a study on related works in MMDB and on 
the representation of functionality in the 
development of Software Systems. In Section 3, we 
present our proposal. Section 4 includes an example 
using our proposal. In section 5, some conclusions 
and future work are offered.  

2 RELATED WORKS 

Most DSS development proposals are mainly 
concerned with the database on which they are built 
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upon, (Kimball, 1996), (Imon, 2002), (Mazón, 
2006). To develop this DB, data models have been 
shown, as in (Tryfona, 2003), (Torlone, 2003), 
(Malinowski, 2004), (Luján-Mora, 2006), 
(Gascueña, 2006). There are authors that propose 
using transactional database models, as 
(Malinowski, 2004), (Tryfona, 2003), however other 
authors propose using specific models that treat the 
semantic MM in a specific manner, as (Kimball, 
1996), (Torlone, 2003), (Gascueña, 2008c). In recent 
years, the importance given to MM models has 
increased, and there are even some proposals that try 
to represent spatial-temporal data behavior within 
them, as in (Malinowski, 2005), (Parent, 2006), 
(Gascueña, 2008a), (Bimonte, 2008). This leads us 
to stress the value that the scientific community is 
giving to MM models used in the development of 
the DW or MMDB. Regarding the processing of 
data, there are some works as in (Gascueña, 2008b), 
where an analysis is performed, while separating the 
concepts of basic data and derived data. They use 
models to represent both data types, and they 
propose an algorithm responsible for the automatic 
gathering of the data derived from the DW. However 
there are few proposals regarding the data 
processing functionalities of DSS. 

The CU is the most widely employed technique 
to model Software systems functionalities. However, 
these are almost always used in a particular way for 
each system; they are "tailored" by the applications 
that they model. We think it would be desirable to 
propose CU "patterns" that could be reused by most 
systems that need the same functionalities. There are 
some initiatives that tackle generalized problems, 
such as in (Guttorm, 2005) who proposes using CU 
to represent the supposed potential threats that a 
system could face, modeling both the functionality 
and threats of systems, They name these, cases of 
bad use, misuse cases. In (Kantorowitz, 2003) a 
framework is proposed, oriented on CU, to build, 
automatically, graphical user interfaces (GUI). They 
also attempt to reuse these CU in different 
applications. In (Luján-Mora, 2006) the MM 
semantics are specified using class diagrams and 
they propose new artifacts aimed at collecting such 
semantics. They include an example of how to 
specify two data requirements by two CU. But the 
proposed CU, are entirely dependent upon the 
discussed requirements. In this paper we propose a 
general reusable CU, a “pattern”, which may be 
used as a guide in the development of DSS to the 
end of modeling the data processing functionality. 

3 PROPOSAL 

We are framing this paper within the Software 
Engineering into the Analysis Phase of software life 
cycle. We will use data models and CU to propose a 
guide for development of DSS; proposing, on one 
hand, appropriate conceptual MM data models that 
reflect the basic starting data required to develop a 
DW. And on the other hand, we will use CU to 
represent the functionality of any DSS, regarding 
data processing, and that will allows us to obtain, 
dynamically and automatically derived data. The 
MM data models used in this study were shown in 
(Gascueña, 2006) and completed in (Gascueña, 
2008a). To obtain dynamically derived data, we 
have used the algorithm presented in (Gascueña, 
2008b). 

3.1 Data Models 

In this section we offer a brief introduction of 
conceptual MM model named FactEntity (FE), to 
better understand our proposal. 

The MM models should represent the data 
focused to analysis at the earliest stages of the DSS 
development. They try to represent a fact object of 
study, from different perspectives or dimensions and 
with different levels of detail or granularities. Levels 
are obtained by grouping basic data from different 
criteria. With different criterion are formed different 
hierarchies. A hierarchy contains a set of levels 
grouped according to a criterion. A dimension can 
have multiple hierarchies. A fact consists of a set of 
fact measurements.  

The FE model distinguishes between basic data 
(existing data) and data obtained by processing the 
basic data according to the analysis criteria, also 
called derived data. Facts and dimensions are 
combined to obtain the named factEntities. The 
factEntities can be basic and virtual. The Basic 
factEntities BfE, are obtained through the 
dimensional levels of minimum granularity (leaf 
levels) and basic fact measures. The named Virtual 
factEntities VfE, are obtained through the processing 
of basic data. The rules by which each factEntity 
contains a single level of each dimension and a set 
of fact measures are complied with. Though 
sometimes this set could be empty.  In figure 1, we 
see the constructors, elements, relationships and 
functions used by the FE model, representing the 
MM semantics.  

Hierarchies are classified according to the 
involvement their “path Rollup” (moving from a 
lower to a higher level) has over fact measures. Next 
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Figure 1: Basic FE model completed with the functions 
that will apply on fact measures when the Rollup is run.  

we see these: 
 Dynamic hierarchy (its route involves changes 

in fact measures). 
 Static hierarchy (its route does not involve 

changes in the fact measures).  
 Hybrid hierarchy (is a mixture of the two 

previous types). 
As we show in Figure 1, the Static and Hybrid 

hierarchies represent spatial characteristics. We see 
that the BfE counts with representatives of the 
dimensional leaf levels and fact measures. Also, the 
diagram represents both, the functions to be applied 
to achieve higher levels in the hierarchy (this is of 
specially interest in changing spatial granularities), 
and the analysis functions to be applied on fact 
measures, once the rollup between the dimensional 
levels has been performed (this is necessary as to 
perform basic data processing and obtaining derived 
data). 

3.2 Cases of Use 

In this proposal we present a generic CU model 
aimed at picking up DSS functionalities in regard to 
the processing of basic data. This intends to be a 
guide for developers and analysts of these systems. 

3.2.1 CU Diagram  

In Figure 2 we can see the To Generate Virtual 
factEntities diagram, which represents a main CU 
named Generate Virtual factEntity VfE_CU, and 
four associated CU: Create Table, Create 
Materialized View, Create View, Other. All of them 
count with the <<extend>> label. This provides the 
functionality the ability to store the VfE both, inside 
and outside the DW, and also in various, different, 
ways,  leaving the final choice up to the user (analyst 

manager).  

 
Figure 2: CU diagram: To Generate Virtual FactEntities. 
This shows how the VfE storage could be chosen in the 
analysis. 

3.2.2 CU Description   

In Tables 1, 2 and 3 we can observe the VfE_CU 
description. This is a generic CU that defines the 
minimum functionality required in any DSS, needed 
for the processing and gathering of derived data, 
from a DW. To develop this CU we have used the 
data model of Figures 1. Table 1 contains the 
principal scenario or typical course of events, 
functionalities. The head of this CU has been 
omitted since it is not relevant for this work. 
The VfE_CU performs the following tasks: First, 
the user requests to generate VfE, the system asks 
for the order in which dimensions will be crossed to 
get all possible VfE. Second, the system calls the 
Gascueña algorithm, which in turn obtains all the 
possible forms of data crossing between dimensions 
and   fact    measures. Third,  the system presents the 

Table 1: Events typical course of Generate VfE_CU. 

 
user with a listing of the obtained VfE. Fourth, the 
user chooses to generate a certain VfE (this action 
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obtains and process data of basic DW, respective of 
the VfE structure chosen). Fifth, the system obtains 
and presents the data and requests an option towards 
the data treatment, as it is shown in the diagram in 
figure 2. Sixth, the system allows the execution of as 
many VfE as needed by the user. The system will 
also allow obtaining other VfE listings, taking 
dimensions in different order, and as many times as 
the user wants. All this is explained in detail in 
Table 1, which has 16 steps. In Tables 2 and 3 we 
observe some alternatives, which we have 
considered more important, to VfE_CU’s typical 
course. 

Table 2: Events alternative courses contemplate various 
options for storing structures and data of VfE. 

 
Table 2 describes alternatives to the so called 

“Create table CU”, (step 8 of events typical course). 
There are various options: Create materialized views 
CU, Create views CU and Others CU. Table 3 
describes alternatives to run additional VfE (option: 
Yes, step 13 of the typical course of events); and 
alternatives   to    obtain  new  lists of VfE, choosing 

Table 3: Events alternative courses that show the ability to 
implement different VfE; and the ability to obtain new 
lists of VfE choosing dimensions in different orders. 

 

dimensions in different orders (option: Yes, step 15 
of events typical course). Both, the typical course as 
alternative courses may contain more options, but 
here, they have not been considered since they do 
not bring greater value into our discussion. 

 

3.2.3 Gascueña Algorithm  

Let’s briefly define the Gascueña algorithm, for 
further details please refer to (Gascueña, 2008c). We 
describe it in three stages. 

First: Given a set of n dimensions, we obtain all 
possible combinations, in groups of 1, 2,...,n-1 and n 
dimensions. We apply the follow formula (1): 

[Di,...,Dp]/∀i∈[1,..,n] Λ ∀p∈ [i+1,...,n] Λ  

(p> i OR p= Ø).   
(1) 

Second: The Cartesian product is applied on 
each of the previous subgroups, taking into account 
that in some application domains, the order in which 
we choose the elements to make up the subgroup 
will be significant. 

Third: The Virtual factEntities are obtained by 
adding to the Cartesian subgroups obtained in the 
previous step the respective fact measures. We then 
apply the following formula (2): 

VfE=([DiX…XDp],{Gj(mej)})-(BfE).  (2) 

Where: (DiX…XDp) represent the Cartesian 
Product. And (Gj(mej) is the set of compatible 
functions Gj with the basic fact measure (mej). It 
excludes the Basic fE). 

4 APLICATIONS 

Next we will develop a practical example in which 
we will apply our proposal. 

We consider it desirable to study the damage 
caused by insect plagues in agriculture of certain 
Earth zones over time. The spatial area is divided 
into plots, and these are grouped into cities. It is 
necessary to store the % of extension of each plague 
on each plot in a given and determined moment of 
time. The plagues are exterminated, or attempted to, 
through the use of different technologies. The study 
requires storing existing technologies and 
effectiveness of such in the treatment of infected 
plots. The effectiveness is measured by the % of 
deaths caused by the treatment. The evolution of 
plagues on each plot is checked weekly. The spatial 
areas will be represented by spatial data with 
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geometric shapes, such as: surfaces, lines and points 
that can be indistinctly used.  The % extension of 
plague and % deaths will be studied from different 
perspectives and details: Time: week, year; Zones: 
plot, city; Technical: technical type; Plague: plague 
type, family and order. 

To offer a solution to this study we propose 
building a DSS, which allows us to analyze the 
effectiveness of anti plague treatments, and aid us in 
choosing the best decisions regarding the treatment 
of new emerging plagues. The DSS will consist of a 
MMDB or DW complete with spatial treatment. 
Furthermore, the system allows the data processing 
of DW on demand, in an easy and quick manner. 
Figure 3 shows the proposed FE Basic model as a 
solution for the storing of the input data. 

 
Figure 3: Basic FE model for Plagues Study. 

We have identified the following dimensions: 
Time, Plague, Technique and Location Space. The 
Time dimension has two granularities: week, year. 
The Plague dimension has three granularities: type 
plague, family and order. The Location Space 
dimension has two semantic granularities: plot and 
city; and three geometric granularities (spatial 
representation): surface, line and point. Also this 
dimension form a dynamic hierarchy, a static 
hierarchy and three hybrid hierarchies. The “Plague 
Evolution” basic factEntity contains the primary 
keys inherited from the leaf level of the dimensions 
(underlined in the diagram). The week level has two 
relationships (start, final) with BfE. The fact under 
consideration contains two fact measures: Expanse% 
and Killed%. In the diagram, we can also observe 
the functions used to create higher levels, of both the 
geometric and semantic granularities, within the 
spatial dimension. In figure 4, we observe how the 
Basic FE model is completed with information 
regarding  the  functions  to  be used for the analysis, 

once the Rollup is made. 

 
Figure 4: FE conceptual multidimensional model, 
prepared for processing data by “Plagues Study DSS”. 

Now and here we could have included the CU 
models presented in Figure 2 and tables 1, 2 and 3, 
adapted to our example. But, if we study these 
models in detail, we note that it is necessary to 
include anything new in the descriptions and 
diagram of the VfE_CU. We observe that the CU 
model proposed is valid to represent the required 
minimum functionality required to process the 
derived data in this example.  

5 CONCLUSIONS AND FUTURE 
RESEARCH  

In this paper we have proposed a methodology, 
which attempts to serve as a generalized guide for 
the development of DSS following the Software 
Engineering guidelines. Our proposal is framed 
within the Analysis phase of the software 
development process life cycle. We have used MM 
data models and CU to lead the development. On the 
one hand, we offer the foundations to build a DB 
that collects MM semantics (to create the DW, main 
part of DSS). On the other hand, we model the data 
processing, defining the desired functionality 
through a CU model. We explain our proposal in 
three steps. First, we propose carrying out a 
conceptual multidimensional data model with the 
adequate structure required to store the basic or 
starting data in a DW. The model takes into account 
the analysis requirements. Second, the basic data 
model obtained in the previous step is completed 
with the operations and functions that we would 
want to use in the data analysis. This new model 
presents all the necessary elements needed for the 
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processing of the data, allowing us to obtain new 
data structures for the derived data. Third, data 
functionality processing is modeled by a CU. In 
particular, it is defined and developed the Virtual 
factEntity CU. The VfE_CU details the minimum 
and necessary events sequence required for the basic 
data processing. These VfE_CU use an algorithm 
that interacts with data models, collecting the 
information represented in them, to generate, 
automatically and on-demand, all the possible VfE. 
The steps above outlined, can be considered to have 
a high level of abstraction and are independent of its 
implementation. We believe that the proposed CU 
can serve as a basic pattern in the development of 
DSS; which later may be completed and adapted to 
each particular situation, if necessary. Finally, we 
have presented an example in which we develop a 
case study using our own proposal. 

Our future research is aimed at discovering other 
general behavioral patterns, which could guide the 
development of the DSS. In addition, we are 
interested in developing a tool that would allow us to 
describe and transform, automatically, the FE data 
models and the VfE_CU, into real systems. The FE 
model transformation will be made to implement the 
models in commercial DB manager Systems, under 
different paradigms: Relational, Object Relational or 
Object Oriented. The VfE_CU transformation will 
allow us to implement a basic interface, with the 
features described in this proposal, while also 
allowing for the possibility to choose programming 
languages among the most popular ones. 
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Abstract: In current research, Enterprise Information Systems (EIS) are increasingly based on In-Memory-
Technologies, resulting in extremely fast response times for a multitude of typical system requests. In addi-
tion, up-to-date hardware configurations apply multi-core processing units, which lead to an availability of 
immense computing power. Instead of a single result value, a whole result set is calculated within the same 
period of time. Because of these dramatic changes in technology, many business processes, currently still 
characterized by mask and dialog oriented user interfaces, will change to interactive and simulation based 
approaches. This allows for the introduction of innovative, interactive and simulation based business pro-
cesses instead of conventional batch oriented ones. In the combination of the described interaction concept 
in this contribution and the handing of result sets as described above, the authors expect a fusion of opera-
tional (e.g. supply chain management) and analytical (e.g. business intelligence) application systems. To 
achieve this goal, the usage of assessment functions for weighting results, multi-dimensional result space 
folding based on similarity measures and visualizations using 3D-landscapes based on radial basis functions 
is suggested. 

1 INTRODUCTION 

Latest research on Enterprise Information Systems 
(EIS) and their underlying production methods has 
been manifold and primarily focused on perfor-
mance and real time issues (Plattner and Zeier, 
2011), Service-Oriented Architectures (SOA) 
(Ollinger et al., 2011) as well as sensor technologies. 
Especially the consistent vertical interoperability of 
these services and standards across the levels of 
automation (ISA, 2012) and the application of the 
Internet of Things to the production domain are 
current challenges (Kortuem et al., 2010). New pro-
duction methods like modular 3F factories (Buch-
holz, 2010) as well as increasing complexity and 
dynamic of supply chain processes themselves rein-
force the desire for extensive simulation enabled 
supply chain planning with a focus on varying input 
parameters and resulting outcome. 

As a consequence of these changed conditions in 
production logistics and new objectives in the field 
of SCM a fundamental redesign of upcoming SCM 
systems is required. Especially rapidly alternating 
influential factors such as volatile raw material and 
transportation costs, volatile exchange rates and 
other volatile cost-influencing parameters have to be 
taken into account. In order to derive a reliable and 
suitable business conclusion, simulative “What-if”-
scenarios are more important than ever and have to 
comprise these volatile parameters comprehensively. 

By these risen claims, users demand for exten-
sive simulation based planning tools. Their ability to 
vary input parameters and examine their effects on 
the resulting outcome reveals a powerful potential. 
Although simulative approaches in EIS exist, current 
state of the art systems fail to fulfill those require-
ments sufficiently. Since they were designed in the 
middle of the 90’s, stringent hardware limitations 
had to be considered. In contrast, future RAM-based 
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computers with Multi-core support enable the user to 
generate whole result sets instead of a single value in 
a fractional amount of contemporary time consump-
tion. This trend allows the combination of opera-
tional and analytical processes. As a result, sophisti-
cated answers for a variety of complex SCM prob-
lems can be given in almost real time. 

Attendant to the increased possibilities in han-
dling complex information sets, related user inter-
face principles have to change accordingly. Never-
theless, user interface design principles in the field 
of EIS have been rarely subjected to research within 
the last years. While multi-touch devices and corre-
sponding interface concepts are widespread in other 
domains as illustrated in (Lima, 2012), enterprise 
applications – especially in the upper levels of au-
tomation – are still dealing with transactional inter-
faces that consist of forms, tables and dashboards 
and are meant to be controlled by mouse and key-
board (e.g. SAP R/3 UI- History in (SAP AG, 
2012)). 

Due to the novelty of visual and explorative sim-
ulation and interaction techniques in EIS, related 
research on human-computer-interaction can be 
rarely found. This contribution proposes a user inter-
face concept for the exploration of a three dimen-
sional landscape consisting of sampling points. The-
se “Data Landscapes” indicate a production plan’s 
objective fulfillment through Key Performance Indi-
cators (KPI). Relevant challenges such as aggregat-
ed information presentation, real time interaction 
and their preliminary considerations on performance 
and algorithms are also addressed. 

2 RELATED WORK 

Nowadays, production and simulation related Enter-
prise Resource Planning Systems (ERP) – particular-
ly in Small and Medium Enterprises (SME) – are 
customarily supported by Excel-sheets and are lim-
ited to textual or diagram output (Elizandro, 2008; 
Gissrau and Rose, 2011). The majority of these tools 
visualize the production plan as a Gantt-Chart, but 
direct interaction is rarely supported at all. In addi-
tion, adequate presentations which give an insight to 
complex correlations - like the simultaneous plan-
ning of material flows and the related resource con-
sumption - are often missing. In general, offered 
visualizations are subjected to reporting in most 
cases, whereas wide parts of the business process 
remain textual. This might be one of the reasons for 
current usability problems as described in (Topi et 
al., 2005). 

The research project Mind Map APS (DLR, 2010) 
assumed an upcoming fundamental change in the 
handling of enterprise applications within the next 
years. Therefore, the three aspects Search Engine 
based System Access, Interactive Business Process 
Modeling and Zoomable User Interface Design were 
taken into account to investigate their potentials. As 
a primary goal, users should be able to interact with 
the system more intuitively through map-based, 
interactive and scalable process visualizations. Alt-
hough the estimated breakthrough could not be fully 
achieved, several prototypes were conceived which 
deal with 3D visualizations in oil industry, mobile 
process assistance for healthcare scenarios or seman-
tic search paradigms to ease the user’s system ac-
cess. 

Real-time EIS based on In-Memory technologies 
allow response generation, which is faster by speed 
decades. Therefore, many business processes, cur-
rently characterized by sequential and iterative dia-
logs, are changing to simulated ones with parallel 
computations (Karnouskos et al., 2010). While ERP 
systems facilitate the concept of simulation insuffi-
ciently, additional Advanced Planning and Schedul-
ing (APS) applications have been introduced (Stad-
tler and Kilger, 2008, p.109). The involved deficien-
cies that result from the split system landscape are 
different data models and potential import/export 
problems, time delays or problems while merging 
simulation alternatives with real plans. 

3 BUSINESS PROCESS 

The proposed design causes some challenges in the 
practical implementation. This primarily derives 
from the vast amount of data to be processed (stor-
age issues), requirements on short response times 
(performance issues) and finally the novel interac-
tion and its resulting user acceptance (interface is-
sues). In the following, challenges regarding con-
densed data as well as real-time interaction on these 
consolidated information are discussed. 

3.1 Benefits of Planning Processes 
based on Simulative Result Sets 

To bridge the before mentioned gap in current sys-
tems, standard and sequential ERP processes could 
be redefined in a real-time EIS as follows: 
After the adjustment of initial parameters for an 
overall optimization objective in a first step, the 
system generates a whole set of results at once. For 
the step of computation, optimization methods as 
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well as heuristics are applicable. The emerging 
planning alternatives are presented in a summarized 
visualization instead of a series of individual results 
in a sequential user dialog. The major benefit is an 
explicit and direct comparability of the suggested 
planning solutions. 

The parameter variations in a production sched-
uling task might reach from different objective func-
tions (e.g. maximized profit margin; minimal profit 
margin with restocking, meeting delivery dates) to 
additional restrictions (stock clearance, enforcing 
batch clearance). Thereby a combination of these 
restrictions is also possible, so that a composite and 
complex schedule optimization task is formed. Fi-
nally, specific production schedules arise which 
would be typically presented as Gantt-Charts. How-
ever, comparing those Gantt-Charts – or even a 
subset – is a challenging task for users and consti-
tutes the sequential and iterative dialog structure 
mentioned before. 

3.2 From Gantt-Charts to Key  
Performance Indicators 

A more convenient way than traditional Gantt-
Charts is the comparison of summarizing Key Per-
formance Indicators (KPI) for each generated plan-
ning alternative, which again can be used to evaluate 
SCM objective satisfaction (e.g. quality, due dates, 
margins, flexibility and demand fulfillment). In most 
cases it is sufficient to choose the best fitting sched-
ule out of the sample space and proceed with the 
business process. In other cases of composite result 
evaluation functions it might be helpful to investi-
gate each component’s impact on the composite KPI 
separately.  

If none of the resulting production schedules sat-
isfies the business needs or if all resulting objective 
functions are not satisfying, it could help to start a 
new simulation run with better parameterization. 
Therefore users have to slightly vary the parameters 
specifically in those regions where already promis-
ing schedules have been found. In consequence, the 
level of detail for this region would be increased by 
any of these iterations until the identified result is 
satisfying. To receive further reference points for 
regions of favorable schedules and to fully use the 
interactive and simulative potential of real-time EIS, 
a suitable visualization technique is required. In the 
following section, the established concept of Data 
Landscapes is presented and gets adapted to the field 
of EIS and SCM in particular. 

3.3 From Key Performance Indicators 
to Data Landscapes 

The authors suggest a projection of the generated 
schedules into a plane using folding algorithms 
based on similarity criteria. This plane uses Time as 
one dimension and Resource Utilization as the other. 
Contrary to Gantt-Charts that use time and resource 
allocation as well, this plane cannot provide a specif-
ic time or resource predication. Instead it is able to 
illustrate the neighborhood and therefore the similar-
ity of production schedules. Hence, similar sched-
ules are projected closely to each other onto that 
plane which is caused by the multidimensional fold-
ing algorithm.  

One appropriate method for neighborhood pre-
serving multidimensional folding of production 
schedules are Self-Organizing Maps - so called Ko-
honen Maps (Kohonen, 2001) - known from neural 
networks. Each production schedule is uniquely 
defined by the set of contained production orders, 
which again define an unambiguous temporal alloca-
tion of resources and material flows. Thus, the pro-
posed folding delivers reproducible nodes in the 
map.   

This plane layer can be extended into a third di-
mension by applying an evaluation function on top 
of these nodes. The evaluation function typically 
results in KPIs to be used for measuring the fulfill-
ment of the SCM targets. The resulting sampling 
points can be joined using radial basis functions, for 
example, to form three dimensional Data Land-
scapes (see (Carr et al., 2001)). Despite the suggest-
ed radial basis functions, equivalent construction 
techniques for Data Landscapes are also applicable, 
of course.  

Besides a uniform evaluation function, the use of 
“mountain stacks” might be suitable, in which differ-
ent parts of the evaluation function (e.g. separated by 
margin, demand fulfillment, deadlines) are added 
consecutively. This allows for weighting certain input 
parameters and also considering particular thresholds 
(e.g. all schedules reaching a certain margin). 

3.4 Exploring Regions of Interest 

In regions around a local maximum, probably more 
interesting production schedules can be found. By 
recalculating with slightly modified parameteriza-
tion, the resolution of this designated area can be 
increased and the user might detect more interesting 
production schedules that are even closer to the 
current objective. Due to the suggested method, 
additional nodes will be located closely to the exist-
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ing one with a high probability. However, the fold-
ing of those multidimensional schedules into a two 
dimensional plane cannot avoid the partial place-
ment of sampling points outside the current region 
of interest. The following example illustrates the 
effect that might occur: 

The proposed method as described above would 
create a landscape with 16 different sampling points 
(16 CPUs could deliver those simultaneously), 
which are distributed non-equidistantly across this 
map. We assume that there are two sampling points 
in region A and that their evaluation function (KPI) 
has a significant maximum here. Hence they repre-
sent promising schedules and deserve closer atten-
tion. A next recalculation run on the same region 
with slightly changed parameterization generates 16 
additional sampling points. Due to the marginal 
modification of the input parameters, the majority of 
them would reside in this region, but some of them, 
as a result of the folding, might reside in a totally 
different region of the map. The resulting resolution 
has increased again and would allow for a third 
iteration. After three runs, 48 sampling points are 
distributed across the Data Landscape where most of 
them reside in the region of interest. 

4 USER INTERFACE CONCEPT 

 
Figure 1: Business Process Dialog Model. 

The preceding sections focused on the suggested 
business process with its benefits compared to the 
conventional approach. In this section, a concrete 
user interface concept is described, which is meant 
to be used on a touch-sensitive tabletop system. The 
described process is split into four steps as illustrat-
ed in Figure 1. 

In contrast to most existing applications, the whole 
business process is controlled by a single view to 
avoid usability problems as described in (Topi et al., 
2005) (identification of and access to the correct 
functionality, transaction execution support, overall 
system complexity etc.). 

4.1 Selection of Calculation Parameters 

As a first step, the user has to set the initial parame-
ters (see section 3.1) which affect the selection of 
the simulation algorithm and adjust it according to 
the optimization objective. Therefore, parameters are 
selected in the lower left area of the screen (see 
Figure 2). On the right of the selection buttons, users 
are able to adjust the influence of a selected item by 
sliding the value between a minimum and maxi-
mum. Because the parameters partially affect each 
other, their final composition is depicted below the 
current slider. This way, users are always aware of 
the consequences during their direct manipulation. 
Once the parameters are selected and set as desired, 
the system generates the result set as described in 
section 3.1. Finally, a Data Landscape consisting of 
several sampling points gives a first overall impres-
sion of the result set’s potential to satisfy the objec-
tive. 

4.2 Result Presentation 

Whereas conventional systems usually illustrate the 
simulation results in a textual manner, the Data 
Landscape approach has the ability to give an im-
pression of the result set’s quality at once. Each peak 
represents a concrete production plan which is posi-
tioned according to the axis Resource Utilization and 
Time. Therefore, plans with similar properties in 
utilization and time can be found within the same 
region. The height of the peak as an indicator for the 
achievement of objectives is build upon the sum of 
its Key Performance Indicators (KPI, see section 
3.2). This means, that each KPI corresponds to a 
particular SCM objective and represents its partial 
fulfilment. Hence, the parts for quality, due dates, 
flexibility et cetera add up to final height and form 
the overall KPI for that designated production plan. 

4.3 Region Selection and Drill-Down 

In a next step, users might want to explore a promis-
ing area in more detail – a so called Drill-Down. 
Therefore, a top view of the Data Landscape is illus-
trated in the middle part of the lower control view. 
To select a region, users simply create a rectangle
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Figure 2: Suggested user interface concept with control views for parameter settings (bottom left: Objective), region selec-
tion with next iteration calculation (bottom centre: Execute) and Drill-Down with Gantt-Chart and KPI composition (bot-
tom right: Result). The overlay indicates the Drill-Down from a selected peak to its KPI composition and the related pro-
duction plan. The upper right series of snapshots illustrates the iteratively zoomed in regions in the manner of a detail-and-
context. View settings (e.g. wire-frame, solid, transparent) can be adjusted in the options menu at right of the screen.

and size it to the desired dimensions. Simultaneous-
ly, a plane with same dimensions is placed in the 3D 
model to highlight the current area and its included 
peaks. However, the selection of several independ-
ent regions is not possible at present. The details of 
the current selection are illustrated in the lower right 
part of the screen, where the KPI composition and 
the corresponding plan’s Gantt-Chart are visualized. 
After having examined the area peak by peak, the 
former selection plane might be adjusted again to 
restrict or enlarge the amount of included sampling 
points accordingly. Once the identification of valua-
ble production plans is accomplished, a further itera-
tion can be started which is primarily focused on the 
selected area. As described in section 3.2, the initial 
parameters are getting slightly adjusted for the next 
run and influence the upcoming iteration. Although 
not all of the computed results might be located in 
the area due to the parameter adjustment, its resolu-
tion is permanently increased by each iteration. In 
the end, the selected region gets more and more fine-
grained in detail whereas the surrounding region 
remains widely coarse-grained. If a satisfying pro-
duction plan is found, the  recursive  workflow  ends 

up by applying the final production plan. 

5 CONCLUSIONS 

The suggested user interface concept with its related 
adapted business process allows for the intuitive 
presentation of different production schedules and 
their corresponding KPIs. In addition, the compari-
son of these schedules as well as the iterative ap-
proximation to more promising production plans is 
supported in a visual way. 

Changing the conventional usage concept of En-
terprise Applications as described in this contribu-
tion could exploit the potential of novel real-time 
EIS. Business analytics, business intelligence and 
operational design would fusion and could form a 
comprehensive insight into simulative information 
spaces. The concept of planning is transferable to 
other domains of operational systems, such as blend 
optimization, make-or-buy decisions, variations on 
raw material costs as well as the strategic simulation 
of material portfolios, geographical locations or 
capacity extensions. For those domains, different 
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simulative derived variations can be compared very 
rapidly and with ease. The approach of increasing a 
result area in resolution and its further exploration is 
therefore widely applicable.  

6 FUTURE WORK  

Although the described concept is still in a prototyp-
ical status, its potential benefits are already obvious. 
In further research and development, considerations 
on appropriate touch-sensitive hardware as well as 
user studies are planned. Especially the paradigm of 
Drill-Down with the help of multi-touch gestures on 
a tabletop system will be subjected to research in the 
future. Concerning the projection type for the 3D 
Data Landscape, a comparison of the current per-
spective projection and an isometric perspective 
seems to be reasonable. To support the comparabil-
ity of peaks even more, the isometric projection 
might be more suitable. The upcoming user studies 
will evaluate the introduced concept by a survey 
with experienced users to state the major deficien-
cies. Due to the great demand for mobile solutions in 
EIS in general, further research will also have an eye 
on possible scenarios on mobile devices. With their 
numerous built-in sensors, new interaction meta-
phors are imaginable. One example might be the use 
of G-sensor abilities for suitable Drill-Down or re-
finement interactions. 
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Abstract: Nowadays model mapping plays a crucial role in applicationsmanipulating various heterogeneous sources
(data integration and exchange, datawarehouse, etc.). Users need to query a given data source and still obtain
results from other mapped sources. If many model managementsystems have been proposed that support high-
level operators on model mappings, a more flexible approach is needed supporting the querying of mapping
models and the propagation of queries through mappings. As asolution, we present, in this paper, a mapping-
based query language called MQL (Mapping Query Language). MQL extends the SQL language with new
operators to exploit mappings. We show the interest of this language for the multi-model ontology design
methodology proposed in the DaFOE4App (Differential and Formal Ontology Editor for Application) project.

1 INTRODUCTION

In order to deal with various heterogeneous models
used to represent the same real word domain, sev-
eral mapping languages (Bouquet et al., 2003; Hor-
rocks et al., 2004) or frameworks (Jouault et al., 2008;
Melnik et al., 2003; Moha et al., 2010) have been
proposed. These frameworks support either model
mappings or model transformations. (Bouquet et al.,
2003; Horrocks et al., 2004) allow users to express
correspondences between models and (Jouault et al.,
2008; Melnik et al., 2003; Moha et al., 2010) describe
model transformations. Both approaches aim at per-
forming instance migration. Most of these languages
run in central memory and do not address scalability
when dealing with huge amount of data.

Moreover, with the emergence of the Web, the
amount of models and instances is growing drasti-
cally. Managing mappings in such a context often
requires writing more and more undesirable complex
queries. Therefore, offering solutions for managing
such mappings and instances in a convenient way be-
comes a necessity if one wants to address real sized
problems.

Before year 2000, mappings were implemented by
programs, then (Bernstein, 2003) introduced the no-
tion of Model Managementthat aimed at reducing the
amount of programming needed for the development
of metadata-intensive applications. More precisely,

(Bernstein, 2003) has provided model management
operators (e.g,compose, diff, merge, match, etc) al-
lowing to manipulate and to manage models and map-
pings as objects. However, to understand and to use
mappings established between source models, design-
ers need to query and to exploit them in order to ex-
press a query on a data source and to obtain data re-
sults from other sources. Thus, a more flexible ap-
proach is needed for supporting the querying of map-
ping model and the propagation of queries through
mappings. As a solution, we propose in this paper
a mapping-based query language named MQL (Map-
ping Query Language). This language is an extension
of traditional SQL query language with new operators
to exploit mappings such as crossing or filtering map-
pings. The interest of this language is shown on a real
use case extracted from the DaFOE4App project.

This paper is organized as follows. Section 2 de-
scribes the use case set up to show the interest of
our proposition. This use case is an ontology design
methodology based on a multi-models approach. Sec-
tion 3 discusses related work. After presenting our
requirements for a new query language in Section 4,
we present, in Sections 5 and 5.1, our MQL language
proposal. Finally, Section 6 concludes this paper and
gives some perspectives of this work.
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2 CASE STUDY

In this section, we describe the ontologies de-
sign process led by the DaFOE platform (a
demonstration of this platform is available at
http://testcritt.ensma.fr/dafoe/demo/dafoeV1.zip),
where our MQL language proposal has been applied.
This platform proposes a stepwise approach for
building an ontology starting from text.

2.1 Ontology Design in the DaFOE

The DaFOE platform provides a stepwise methodol-
ogy for building ontologies from text analysis. The
first step is dedicated to linguistic analysis (Termi-
nology step) in which users manage linguistic infor-
mation (terms and relations between terms) extracted
with natural language processing tools. Then, a step
for terms disambiguation (TerminoOntology step) is
performed. Finally, a formalization step (Ontology
step) allows users to createclassesandpropertiesof
the ontologies. Each step, that is autonomous, has its
own model respectively presented in Figure 1, 2 and
3 and mappings are used to establish correspondences
between these models.

Figure 1: A subset of the Terminology model.

Figure 2: A subset of the TerminoOntology model.

Figure 3: A subset of the Ontology model.

2.2 Persistence of Mappings

In (Téguiak et al., 2012), we argued that model-
based databases (MBDB) are well adapted for han-
dling mappings in a database context. In that pro-
posal, we have extended MBDB with a repository for
mapping representations as illustrated in Figure 4. In
the resulting meta-model (named core meta-model)
where models are defined by their entities and their
attributes, three main constructors for creating corre-
spondences are available. The first one, calledmLink,
is used to establish correspondences between models.
The second one, calledeLink, allows the user to estab-
lish correspondences between entities of models and
finally, theaLinkuses anexpressionto write the target
attribute in term of the sources attributes.

Figure 4: Core metamodel.

2.2.1 Terminology to TerminoOntology Step

Considering bothTerminologyandTerminoOntology
models, a simplified mapping between these models
consists in:

- Creating a mLink between theTerminology
model and theTerminoOntologymodel;

- Creating aeLink from the Term entity and the
TerminoConceptentity to express that instances of the
Termentity will be transformed into instances of the
TerminoConceptentity;

- Creating aaLink expressing that an instance of
the TerminoConceptentity has the samelabel as the
one of its corresponding instances of theTermentity,
prefixed by’tc ’ . AnotheraLink expresses that the
rate of an instance ofTerminoConceptentity, equals
to thefrequencyof the corresponding instance in the
Termentity divided by 100.

2.2.2 TerminoOntology to Ontology Step

ForTerminoOntologyandOntologymodels, a simpli-
fied mapping consists in:
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- Creation amLinkbetween theTerminoOntology
model and theOntologymodel;

- In the context of the previous createdmLinkbe-
tween models, aeLink is created between theTer-
minoConceptentity and theClassentity to express
that instances of theTerminoConceptentity will be
transformed into instances of theClassentity;

- Creating of aaLink expressing that an instance
of the Classentity has the samelabel as the one of
its corresponding instance in theTerminoConcepten-
tity. AnotheraLink expresses that therelevance fac-
tor of an instance ofClassentity, equals to therate
of the corresponding instance in theTerminoConcept
divided by 10.

As an illustration, assume that instances of the
Ontology, TerminoOntology and Terminology mod-
els are represented by Tables 1, 2 and 3 respectively.
Thanks to mappings, a user who queries theClassen-
tity of the Ontology model could want to query both
TerminoConcept of the TerminoOntology model and
Term of Terminology model.

Table 1: Ontology model.

Class
oid c label relevance isAbtract

1000 tc car 0.01 true
1001 tc wheel 0.002 false
1003 electricmotor 0.04 false

Table 2: TerminoOntology model.

TerminoConcept
oid tc label rate
600 tc car 0.1
602 motor 0.08
603 motorcycle 0.8

Table 3: Terminology model.

Term
oid t label frequency
300 car 1
301 wheel 2
302 bicycle 30

Putting these mappings all together results in the
MOF-like database repository (Cf. Figure 5) where
M i+1/M i means that the Mi level is represented as
instance of the Mi+1 level. The meta-schema part
is dedicated for managing the core metamodel while
schema and instance part a dedicated for managing
business models and data respectively.

3 RELATED WORK

Metadata repository systems manage metadata com-
monly represented as models or meta-models. Such a
repository is often equipped with a MOF-based query
language ((Lakshmanan et al., 2001), MSQL (Grant
et al., 1993), SQL/M (Kelley et al., 1995), OntoQL
(Jean et al., 2006), mSQL (Petrov and Nemes, 2008),
SparQL (Konstantinos et al., 2010)) that provides ca-
pabilities to manipulate both data and meta-data.

Another query language, called mapping oriented
query language ((Melnik et al., 2003), (Konstantinos
et al., 2010)) provide and explicit representation of
mappings between models and offer capabilities to
exploit these mappings when querying data. As lim-
itation, these languages do not allow a user to cus-
tomize the mapping exploitation process. In many
cases, the exploitation process is hidden to the user
and all the graph of interconnected database is used
even if the user wants to use only a sub-part of this
graph. Furthermore, in these languages or frame-
works, the representation of mappings is static and
can not be extended dynamically.

As illustrated in our case study, our proposed
database structure (Cf. Figure 5) is a MOF-like
database that also handles mappings between mod-
els. However, as we will see in the next section, this
database is a bit more complex to manage using clas-
sical SQL queries. This drawback brings us to de-
sign a query language bypassing limitations of lan-
guages presented above and that makes easier map-
pings exploitation using high level operators. So, re-
quirements for such a language are needed.

4 REQUIREMENTS

(Wakeman and Jowett, 1993; Petrov and Nemes,
2008) have investigated requirements for higher-level
query languages managing both data and metadata
(e.g, models). In this section we introduce new re-
quirements specific to mappings exploitation.

4.1 Handling Complex Queries

Considering the example of Section 2 and assume that
a user wants to retrieve, for the ontology model, all
classes of the ontology model whose relevance factor
is high than 0.01. To achieve this goal, the user can
write the following query:
R1) SELECT c label, relevance FROM Class WHERE

relevance ≥ 0.01.
However, if the user also want to retrieve, for
each class, the corresponding object in other models
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Figure 5: Mapping management in the DaFOEApp project.

mapped to the ontology model, two situations may
occur.

On the one hand, if the user knows the mappings
characteristics, so he/she can manually write the ap-
propriate following SQL queries:
R2) SELECT tc label, rate FROM TerminoConcept
WHERE rate/10 ≥ 0.01
R3) SELECT t label, frequency FROM Term WHERE

(frequency/100)/10 ≥ 0.01
R2 and R3 queries are translation of the R1 query

on the TerminoOntology and Terminology models re-
spectively according to the mappings between these
models.

On the other hand, because mappings character-
istics may be evolved dynamically (new mappings
may be created while existing one may be deleted
or updated, just as in a peer to peer system (Iraklis
and Joemon, 2003)), one needs firstly to query map-
pings repository for characteristics retrieval, and then
write the appropriate queries based on these charac-
teristics. Such a query requires to access a repository
which represented instances are model and mappings
between models. According to the transitivity capa-
bility of mappings, this access may raise a syntactic
complex query (Cf. Table 4). To simplify, we assume
that additional data should be retrieved from the Ter-
minoOntology model.

Table 5 represents the results of the Q5 query.
These results are exploited to generate, for the Ter-
minoOntology model, the query for retrieving data.

As we can observe, the process of unfolding
queries on target models is not easy and may become
complex if one needs to integrate the complete net-
work of mappings. In this case, the user handles by
himself the transitivity capabilities of mappings. A
classical approach to deal with this situation consists
in writing a query translator. So, the user writes a

Table 4: Mapping level queries.

Goals Queries
Q1) SELECT M.oid
Retrieve the FROM Entity E, Model M
Ontology model. WHERE E.label= “Class”

AND E.model= M.oid
Q2) Retrieve mLink where SELECT mLink.oid
the Ontology model is FROM mLink
involved as target WHERE mLink.target in Q1
Q3) Retrieve the entities SELECT eLink.source
mapped to Class FROM eLink, Entity E
entity. WHERE eLink.mL in (Q2)

AND eLink.oid= E.oid
AND E.label= “Class”

Q4) Retrieve correspondencesSELECT eLink.oid
between entities where FROM eLink
the Class entity is WHERE eLink.mL in (Q2)
involved as target
Q5) Retrieve mapped SELECT E.label,aLink.exp
entities and mapped FROM Entity E, Attribute A,

aLink
attributes (through WHERE E.oid in (Q3)
their expression). AND aLink.eL in (Q4)

AND aLink.target= A.oid
AND A.dom= E.oid

Table 5: Mapping level results.

E.label aLink.expression
TerminoConcept tc label
TerminoConcept rate/10

query (R1 query for example) and the translator gen-
erates queries for target models. This queries genera-
tion process is hidden to the user and made implicit.
In other words, this approach assumes that the user
does not know any mappings characteristics usable to
customize the queries generation process.
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4.2 Handling Mapping Navigation

Considering more closely the second situation of the
requirement presented in Section 4.1 where users
need to query mappings repository in order to retrieve
mappings characteristics. One can ask itself how to
handle transitivity with query languages such as SQL
for example. This issue refers to the needs to dynam-
ically navigate through the mappings hiding the ex-
ploitation of these mappings. So, a policy for a tran-
sitive subqueries propagation through chains of arbi-
trarily huge mapped models is required because these
models may contain huge amount of data.

4.3 Providing Persistent Mappings

This requirement refers to the problem ofmemory
saturation, that means avoiding loading into cen-
tral memory big amount of data whose models are
mapped together. Indeed, the mappings repository
may become very huge and therefore expensive (in
response time and memory consumption) for naviga-
tion purposes because, new models (says news mod-
eling steps) could be created dynamically according
to the needs of a particular user. Thus, a persistent-
based approach is required.

5 OUR APPROACH

In this section, we present an overview of the
MQL (Mapping Query Language), our mapping-
based query language proposal for handling mappings
according to previous quoted requirements. This lan-
guage is highly coupled to the Model Based Database
(MBDB) persistence approach presented in (Téguiak
et al., 2012). For each part (meta-schema, schema,
instance) of the MBDB, the MQL language provides
operators to define, manipulate and query its content.
Due to space limitation, we only present capibilities
for MQL to query instances and mappings together.
More details are available in a complete version of our
unpublished internal report (Téguiak et al., 2011).

5.1 Instances and Mappings Together

To address the requirements mentioned in Section 4,
we propose to extend the classical ”SELECT ... FROM

... WHERE ... ” query. In other words, our approach is
and hybrid one that can be used even if a user knows
mappings characteristics or not. As the main purpose
of MQL is to facilitate navigation through mappings,
we introduced optional statements useful for query
propagation in order to get compact syntactic queries.

The following statements are exploited in the queries
translation process to customize this process.

MATCH. Specify the target models in which the
MQL query is propagated at runtime.

FILTER. When propagating a MQL query from a
modelm1 to another modelm2, an entity ofm1 may
correspond to several entities ofm2. In this case, one
may want to restrict the translation so that it applies
only to part of these entities. Such a restriction is de-
scribed using theFILTER clause.

CONFIDENCE. Confidence degrees are often as-
signed to mappings in order to handle fuzzy map-
pings. This clause restricts the propagation of the
MQL query for the models that satisfy the specified
confidence degree. When specified, this clause is used
as a threshold to be respected.

With closure. If specified, the propagation of the
query is achieved through the mappings repository us-
ing the transitive closurein the way that, instances
are retrieved according to the transitivity of available
mappings.

DEPTH. When a MQL query uses theWith clo-
sureclause, it may result in a memory saturation or a
bad response time according to the size of the graph
of mappings. TheDEPTH clause specifies the depth
exploration of the graph of mappings. For example,
”DEPTH 4” means that the MQL query will be prop-
agated transitively on four consecutive mappings at
most .

mWHERE. Unlike the classical WHERE clause of
a SQL query, the mWHERE clause allows users to
specify predicates to filter correspondences. In other
words, the mWHERE clause is comparable to a SQL
WHERE clause, but it is dedicated to mapping level.

5.2 MQL in Action

Applied to the Ontology model, the mQ1 query
returns data (Cf. Table 6) of the Ontology model
(no mapping statement is used). In other words,
this query is a classical SQL query. For readability
purpose, all the result records are prefixed by the
name of its entity.

Table 6: Results of the mQ1 MQL query.

mQ1 Results
SELECT c label, relevance Class(tccar, 0.01)
FROM Class Class(electricmotor, 0.04)
WHERE relevance ≥ 0.01 ...

Applied to the Ontology model, the mQ2 query
returns data (Cf. Table 7) extracted from both the
Ontology and the TerminoOntology models (the
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MATCH statement has been set to TerminoOntology).

Table 7: Results of the mQ2 MQL query.

mQ2 Results
SELECT c label, relevance Class(tccar, 0.01)
FROM Class Class(electricmotor, 0.04)
WHERE relevance ≥ 0.01 TC(motorcycle, 0.8)
MATCH TerminoOntology ...

Applied to the Ontology model, the mQ3 query re-
turns data (Cf. Table 8) extracted from both Ontology
and TerminoOntology models (theMATCH statement
for this query has been set to all models using the *
symbol). However due to theDEPTH statement, the
results are limited to 1 transitive propagation. Only
the TerminoOntology model is reachable from the
Ontology model with 1 propagation.

Table 8: Results of the mQ3 MQL query.

mQ3 Results
SELECT c label, relevance Class(tccar, 0.01)
FROM Class Class(electricmotor, 0.04)
WHERE relevance ≥ 0.01 TC(motorcycle, 0.8)
MATCH * ...
FILTER *
DEPTH 1
With closure

Applied to the Ontology model, the mQ4 query
returns data (Cf. Table 9) extracted from both the
Ontology, TerminoOntology and Terminology mod-
els. Indeed, thanks to the * symbol of theMATCH
statement and with noDEPTH limitation, mQ4 is
propagated to any model transitively reachable from
the Ontology model.

Table 9: Results of the mQ4 MQL query.

mQ4 Results
SELECT c label, relevance Class(tccar, 0.01)
FROM Class Class(electricmotor, 0.04)
WHERE relevance ≥ 0.01 TC(motorcycle, 0.8)
MATCH * Term(bicycle, 30)
FILTER * ...
With closure

6 CONCLUSIONS

In this paper, we have presented a mapping-based
query language called MQL that makes easier query-
ing data thanks to available mappings between mod-
els. This language has a knowledge part based on
a core metamodel dedicated models and mappings
representation. One of the main features of our ap-
proach is that this knowledge part can be extended

by evolving the core metamodel. MQL has been im-
plemented for model-based databases, where both in-
stance, metamodel and metametamodel level are per-
sisted in a single database. As perspective of this
work, we are working on the definition of a bench-
marking scenario for improving performance of our
approach.
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Abstract: This paper proposes DISEArch, a novel strategy for searching electronic health records (EHR) of patients
that have a specific disease. The objective of DISEArch is to enhance research activities on disease analysis
allowing researchers to describe the disease they are interested on, and providing them the EHRs that best
match their description. Its principle is to improve the precision of searching EHRs combining the analysis of
structured attributes with the analysis of narrative text attributes producing a semantic ranking of EHRs with
respect to a given disease. DISEArch is useful in medical systems where the information about the primary
diagnosis of patients may be hidden in narrative text hindering the automatic detection of relevant records for
clinical studies.

1 INTRODUCTION

Electronic health records (EHR) are a rich source of
knowledge for medical research. However, their use
has been limited due to the fact that important infor-
mation is stored in narrative texts, intended for hu-
mans, difficult to search and analyse automatically.
One of the requirements of medical research is to find
the EHRs of patients that have been diagnosed with
a specific disease. This task that should be easily
done using classical queries (e.g. SQL) is very time-
consuming because diagnosis is frequently hidden in
the text (e.g. medical notes), hindering the possibil-
ity of automatically detecting relevant records and re-
quiring the participation of an expert. Previous work
on EHR systems propose strategies to improve auto-
matic processing of narrative text in EHRs using in-
formation retrieval and data mining techniques (Han
et al., 2006)(Zhou et al., 2005).
This work proposes DISEArch, a strategy for search-
ing in EHRs those records that match a specific di-
agnosis, regardless of the kind of attribute (structured
or non structured) that contains the information. DIS-
EArch is composed of three phases. The first extracts
the set of patient records from the medical health sys-
tem. The second phase applies classical queries on
structured attributes and text mining techniques over
narrative text. Finally, it ranks the records by apply-
ing a semantic distance function with respect to the
given disease description. DISEArch has been useful

in reducing the time required for searching medical
records. The structure of the paper is as follows. Sec-
tion 2 presents the analysis of related works on nar-
rative text and medical record analysis. Section 3
presents DISEArch, including its main components.
Section 4 presents the main aspects of the prototype
of DISEArch and the evaluation of its behaviour. Fi-
nally, Section 5 concludes this paper.

2 RELATED WORKS

Figure 1 presents a taxonomy of existing works re-
lated to text mining from EHRs. The initial categories
offered are general approaches, algorithms, tools and
scope. General approaches refer to three main bod-
ies of work: information retrieval, natural language
processing (NLP) and text/data mining. Algorithms
are further divided into those aimed at data prepara-
tion and those aimed at data detection or classifica-
tion. Tools offers a list of some available software
tools which may support the process of text mining
from EHRs. Finally, scope centers on work aimed
at analyzing negated sentences, as opposed to work
which is more generic. In our taxonomy (Figure
1) general approaches start with text mining, which
consists of analyzing (portions of) documents typi-
cally made up of natural language. Its purpose is
to uncover patterns, trends and relationships between
words, meanings, terms or concepts (Spasic et al.,
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Table 1: Comparative literature review.
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Negation-Recognition (Rokach et al.,
2008)

p p p p p p p p p

Geneneric Extraction (Han et al., 2006)
p p p p p p

DM & CBR (Huang et al., 2007)
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Text mining in biomedicine (Spasic et al.,
2005)
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Diabetic DW (Breault et al., 2002)
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EMERSE (Seyfried et al., 2009)
p p p p
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Decision-Making (Claster et al., 2008)
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Semi-structured data to knowledge (Zhou
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DATA ENGINEERING TECHNIQUES FOR ELECTRONIC MEDICAL RECORDS
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Figure 1: Taxonomy of EHRs data techniques.

2005). The second general approach is related to the
field of information retrieval (IR)(Manning et al.,
2008). The last general approach deemed useful for
our purposes is natural language processing (NLP),
which refers to the recognition and use of informa-
tion expressed in human language through computer-
based systems (Hotho et al., 2005).
Our taxonomy continues by classifying specific types
of algorithms that can be used as part of the three
general approaches, depending on the stage of the
process. With regards to data preparation we in-
clude four kinds of algorithms that prove useful in
preparing unstructured health records prior to analy-
sis.Tokenization is the process through which a flow
of text is divided into segments. Lemmatization
refers to a method in which verbs are transformed
into their base form or nouns into their singular form.
Stemming is used for removing irrelevant terms from
the text. The last type of algorithm is tagging, which
involves the interaction with a user that labels the text.
In the case of EHRs, these tags are typically part of
a controlled vocabulary, such as UMLS (USNLM,

2011). The second general type of algorithm in our
taxonomy is grouped under classification and de-
tection. Decision trees are a common part of the
tool-belt for data mining and are useful in classifying
conditions hierarchically such that a final decision is
reached when a path can be followed from the root to
one of its leaves. Bayesian networks are a powerful
tool which is implemented through acyclic directed
graphs that contain a set of nodes, each representing a
random variable. (Antal et al., 2001).
A related kind of algorithm is called hidden Markov
model, which represents a statistical model for lin-
ear problems and is widely used for speech recogni-
tion (Ginter et al., 2009). The third branch of related
works is focused on the tools that support data and
text mining in EHRs. Among these we find GATE
(General Architecture for text engineering) which of-
fers a general open source framework for develop-
ing or deploying software components for text en-
gineering (Cunningham et al., 2011). Another tool
is the Link Grammar Parser, which syntactically
analyses text based on link grammar. EMERSE (The
Electronic Medical Record Search Engine) (Hanauer,
2006) is specifically aimed at EHRs, acting as a
search engine for free text inside such records. Us-
ing the taxonomy proposed above, Table 1 presents a
comparative review of relevant literature around data
/ text mining in EHRs.

3 DISEArch STRATEGY

The strategies to examine narrative texts described in
Section 2, provide a broad knowledge base to address
the analysis of unstructured text inside EHRs. How-
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ever, they are focused exclusively on the analysis of
narrative text without taking into account the depen-
dencies on other (structured) fields within the record.
This work explores the combination of structured and
narrative analysis to enhance the precision on the se-
lection of relevant records for medical research. The
strategy proposed in this section, called DISEArch,
allows researchers to describe the disease they are in-
terested in and provides them the set of health records
that better match their description.

3.1 Phases

The process of analyzing health records in DISEArch
is divided into the phases illustrated in Figure 2. In

Describe
Disease

Preselected 
Records

Analyse 
Structured 
Attribute

Analyze 
Narrative 

Results

Integrate 
Results

Calculate 
Semantic 
Distance

Disease

Preselected 
Records

User

Disease 
Knowledge base

Disease

Disease

Records

Disease
Enriched

Diesase

Disease

Match Result

Match Result

Prioritized Dealth
 Records

Result

Disease Enriched

Enrich
Description

Figure 2: DISEArch Strategy.

the first phase DISEArch allows medical researchers
to describe the disease they are interested in using a
template. This template includes formal and informal
aspects of the disease, including the scientific name,
the informal name, the tests that are typically used to
diagnose the disease, and the symptoms of the dis-
ease. Once the disease is described, each of the fields
are enriched using knowledge about the disease. The
enrichment is made using a knowledge base created
in OWL (Bechhofer et al., 2009) using a MeSH based
thesaurus1.
The set of preliminary records are stored in a local
database where DISEArch executes the analysis. The
goal is to find the elements described in the disease
within each one of the selected records, regardless of
whether they are contained in an structured or a nar-
rative text field. After this analysis, a score is given to
each one and then prioritized.

3.2 Search Process

The disease description is divided into n subgroups S
that are composed by m literals L ( Definition 1). An
example of subgroup is Disease Name and its liter-
als are Scientific name, Formal name, Informal name,
Synonyms and Acronyms. Similarly, health records M

1http://www.nlm.nih.gov/

are divided into a set of p structured attributes S and q
narrative text attributes T (Definition 2).

Definition 1 . Disease Description. A Disease def-
inition D is composed of a set of subgroups S =
fs1;s2; :::;sng that describe the main characteristics
of the disease. Each subgroup si is specialized in a
view of the disease and is composed of a set of liter-
als L(si) = fli1; li2; :::; limg where li j represents a fixed
value for an atomic characteristic of the disease.

Definition 2 . Health Record. A health record M
is composed of a set of structured attributes C =
fc1;c2; :::;cpg whose domain of values is discrete and
a set of narrative text attributes T = ft1; t2; :::; tqg
whose domain is a natural language text.

The goal of the search process is to detect within Ck
and Tk of a record Mk, the value of each one of the
literals li j. If the value of the literal li j is found in at
least one attribute of the record Mk the value of the
search process is changed to one (1), otherwise it is
left at zero (0).
DISEArch contains two search functions in charge of
detecting the occurrence of literal values into health
records; the first one detects the value of a literal in
structured attributes C and the second one searches
within narrative text attributes T . Searching struc-
tured attributes is straightforward using classic sql
queries. On the contrary, searching within narrative
texts includes a previous preparation of texts and anal-
ysis that is detailed in Algorithm 1.

Algorithm 1: Narrative text search function.

Require: Record narrative text attributes
Ensure: Record search result

1: i,j,result( 0
2: for all textAttribute in record do
3: p( prepareText(textAttribute)
4: for all subgroup in diseaseTemplate do
5: for all literal in subgroup do
6: ortResult( searchValue(p).
7: if ortResult = 1 then
8: semResult( searchContext(p)
9: if semResult = 1 then

10: result( 1
11: end if
12: end if
13: j( j+1
14: end for
15: i( i+1
16: end for
17: recordResult[i; j]( result
18: end for
19: return recordResult
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At the end of the search process the output is the
score for each literal as the matrix Res illustrates and
the number of hits for each one of the literals. The
columns of Res represent the literals of each subgroup
and the rows the health records.

Res =

0BBBB@

l11 l12j � � � jln1 ln2 ln3

M1 1 1 � � � 1 1 1
M2 0 0 � � � 1 1 0
...

...
...

. . .
...

...
...

Mk 0 1 � � � 1 0 0
Mr 1 0 � � � 0 0 0

1CCCCA
3.3 Integration Process

The integration process is in charge of representing
the results of the search process taking into account
the semantics of subgroups. This integration includes
the results provided by structured and non-structured
search functions. For doing this new representation
the process takes into account the Definitions 3, 4, 5.

Definition 3 . Subgroup Intensity. The intensity I of
a subgroup of literals si is the normalised percent-
age of matched literals within the health record M j.
If a literal has multiple possible values (e.g. multi-
ple acronyms) each value is considered a literal (e.g.
Acronym 1, Acronym 2, etc.).

Definition 4 . Subgroup Utility. The utility U of a
subgroup of literals si is a percentage value of the im-
portance it has in identifying the disease diagnosed
in a health record assuming that all the values of the
literals are positive.

Definition 5 . Subgroup Level of Hits. The number
of hits H of a subgroup si is the normalised number of
times that literal values were matched within M j.

In order to calculate the utility of each subgroup
DISEArch uses a classical method of multi-criteria
decision analysis where each subgroup is evaluated
on multiple criteria by experts and the utility is “the
average specified in terms of normalised weightings
for each criterion, as well as normalised scores for
all options relative to each of the criteria” (Keeney
and Raiffa, 1976). The number of hits is used as
an optional calibration value that takes into account
the number of times that literal values are found in
a health record. The intention is to assign a higher
weight to records that have the same literal multiple
times. This value is optional because for some sub-
groups it is important, but for others it is not. At
the end of the integration process an integration ma-
trix is generated (see Matrix I). The values of the lit-
eral in each subgroup are described in the following
columns:

1. si is 1 if at least one of the literals of the subgroup
was found in the health record Mk, otherwise its
value is 0.

2. sI
i is the intensity of the subgroup.

3. sU
i is the utility of the subgroup to detect the dis-

ease.
4. sH

i is the number of hits of the subgroup. This
columns is optional.

I =

0BBBBB@

s1 sI
1 sU

1 sH
1 j � � � jsn sI

n sU
n

M1 1 1 0:6 1 � � � 1 1 0:4
M2 0 0 0:6 0 � � � 1 0:66 0:4
...

...
...

...
...

. . .
...

...
...

Mk 1 0:5 0:6 0:5 � � � 1 0:33 0:4
Mr 1 0:5 0:6 0:7 � � � 0 0 0:4

1CCCCCA
The distance function between the disease de-

scription D and each one of the analyzed health
records M is calculated using a distance function (e.g.
Euclidean, Manhattan). The disease description as
well as each record are represented in a n-space (see
Function 1 and 2, respectively), where n is the number
of subgroups.

D = (ps1 ; ps2 ; :::; psn): (1)

M = (qs1 ;qs2 ; :::;qsn): (2)
The value of each point p is equivalent to sU

i and
the value of each point q is calculated using the prod-
uct of sU

i � sI
i � sH

i . The record with the shortest dis-
tance is the first one in the prioritized list and so on.

4 IMPLEMENTATION AND
VALIDATION

In order to evaluate DISEArch and validate its im-
provement on the selection of the most relevant health
records given a disease, a prototype has been con-
structed and used to evaluate its precision and recall.
This section presents the main results obtained during
this evaluation.

4.1 Prototype

For evaluating the behaviour of DISEArch we devel-
oped the components presented in Figure 3. These
components are written in Java. The template of the
disease can be filled using the GUI or directly using
an XML file. The Dictionary Manager handles the
knowledge base that allows the enrichment of the de-
scription of the disease. The knowledge base is imple-
mented in OWL (Bechhofer et al., 2009). The Extrac-
tion Manager is in charge of the extraction and initial
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preprocessing of medical records from the EHR sys-
tem. This component is parametrized according to the
characteristics of the system and extracts the records
according to the definition of initial parameters, such
as date of admission, gender or age of patients. Per-
sistent Manager and the DataStore Manager store the
required tables to perform the search process inside
a database. These tables are used to create a single
view with all the unstructured and structured data.
The component Text Mining is the core of the anal-

Figure 3: DISEArch component diagram.

ysis and implements Stemming using Porter Stemmer
algorithm, simple string tokenisation, sentence split-
ting, POS tagging using Probabilistic Part-of-Speech
Tagging Using Decision Trees (Schmid, 1994) for an-
notating text with part-of-speech and lemma informa-
tion and finally gazeteer lookup using regular expres-
sions. This component has a coordinator that calls
each of the search engines. The Narrative Search En-
gine is in charge of the analysis of natural language
and was developed using the GATE API (Cunning-
ham et al., 2011). This API enables the inclusion
of all the language processing functionality within
DISEArch. In addition, we use Treetagger (Schmid,
1994), a Pearl implementation which provides tok-
enization and Part of the Speech tagger. The Struc-
tured Search Engine is in charge of searching the dis-
ease over the structured attributes. Finally the Inte-
grator component integrates the results using the se-
mantic rules and prioritizes the set of records.

4.2 Experiment Context and Results

Pulmonary Embolism (EP) was chosen to test DIS-
EArch. A medical expert provided the subgroups
and literals that describe it. Preliminary selection pa-
rameters for EHRs were defined: patients over 18
years old and records created between 2009-2011.
One key item to obtain precision and recall was the
prioritization process that was explained in Section

3. The results and their associated medical records
were clustered according to their relevance (Lowly
prioritized, Mildly prioritized and Highly prioritized
medical records). The obtained results with DIS-
EArch were 250 medical records, which correspond
to records with at least one positive literal w.r.t the
disease description. From these records, the priori-
tization process classified 30 as high, 52 as medium
and 168 as low, according to the distance function.
In order to validate the precision and recall of
DISEArch a medical expert analysed manually the
records detecting 112 EP positive medical records.
From these results DISEArch obtained 30 as high,
50 as medium and 32 as low. The precision and re-
call are presented in Figure 4. As expected the preci-
sion and recall is high for high and medium positive
records. The low precision of the Low group is the
consequence of the inclusion of records that contain
few literals in common with the disease template.

Figure 4: Precision and recall of DISEArch.

5 CONCLUSIONS

The DISEArch strategy presented in this paper en-
ables medical researchers to identify those EHRs that
include the diagnosis of a specific disease. This time-
consuming and expert-dependent task can be sup-
ported by DISEArch through specific rules for iden-
tifying diseases and weights to prioritize the selected
records, leaving the expert task to one of review and
acceptance, rather than search and retrieval. DIS-
EArch goes beyond classical text mining because it
uses unstructured text in medical records as well as
related structured fields to enrich the final results.
From our first tests we found that, although the non-
prioritized results are already helpful and accurate
(as compared to expert selected records), prioritiza-
tion still plays an important role in the classifica-
tion of medical records because it adds precision and
contributes to the review process by presenting the
records in terms of how close they are to the disease
template.
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Abstract: This paper presents an adaptive data distribution model for mobile collaborative applications called ADDOCO.
Its goal is to adapt the way data is disseminated in environments where Internet is not always available to create
a collaboration network. In this kind of environments, ADDOCO allows to send and retrieve information that
otherwise would be unavailable. The dynamic information dissemination model of ADDOCO was tested in
a collaboration application using smartphones proving its utility to enhance the distribution of the required
information.

1 INTRODUCTION

The increasing number of Internet-capable devices
makes remote collaboration and data storage possible
by enhancing the interaction with constant commu-
nication and the possibility of sharing resources and
information. Storage services like iCloud, Dropbox,
Box, Ubuntu One, etc. are internet based storage ser-
vices that rely on the network to handle the informa-
tion and the resources they manage. This kind of ser-
vices allows the user the possibility of accessing his
information and resources in any place at any time.

With the increase of mobile devices, these on-line
services are an adequate solution for data storage and
processing, overcoming some of the limitations mo-
bile devices have. However, all of these services re-
quire an Internet connection to work properly. In a
scenario where no Internet connection is available, a
lot of the above mentioned services would be immedi-
ately affected by not being able to work correctly and
most of them will need to wait for a new Internet con-
nection available in order to work at all. Lack of In-
ternet can be found in developing countries where In-
ternet coverage is not as widespread as in other coun-
tries; even in developed countries in some conditions
(e.g. high mountain roads, isolated places, etc.) might
have no Internet connection whatsoever, diminishing
the possibility of remote collaboration, even when the
devices have technologies that make them capable of
making a network of their own and collaborate. For
example if there is a landslide in a mountain road
where no mobile Internet is available, a network can
be created with nearby smarthphone users in order to
send information on the landslide, e.g. photos, loca-

tion, number of injured people if any, etc. and get
adequate help from nearby entities. There are tools
that allow people to interact while being on a mobile
environment and allow users to share information be-
tween them. However, these services rely on having
an active Internet connection in order to be able to
spread notifications among the users.

The requirement of having Internet independent
collaborative networks motivates the creation of this
work. This paper presents ADDOCO: an adaptive
data distribution framework that supports collabora-
tive mobile environments making a dynamic transi-
tion on the data dissemination method they use to
communicate and allowing to change dynamically the
entity that plays a role in a collaborative task. These
dynamic properties are based on the context of the
entities, taking into account their abilities, location,
collaboration phases and other relevant contextual in-
formation. The structure of this paper is as follows:
Section 2 describes some of the basic concepts around
data dissemination; then Section 3 shows ADDOCO,
a framework that considers user context and collabo-
ration phase in order to dynamically disseminate data.
Section 4 shows related works and their contribution
to this work, afterwards Section 5 shows a prototype
of ADDOCO and its functional evaluation. Finally,
Section 6 shows the conclusions and future works.

2 PRELIMINARY CONCEPTS

In order to have an appropriate understanding of the
problem context, the key elements involved in this
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work are introduced in this section.
Contextual information is the information that

considers environmental elements, location descrip-
tion and interaction of people, among other character-
istics, that help defining a complete scenario (Bellav-
ista et al., 2013). Contextual information can be very
wide and may take into account a lot of elements in
order to correctly describe the particular scenario in
which some action is taken. In this particular case,
we restrain contextual information as a series of el-
ements that are relevant to the scenarios in which
the presented framework will be used, such as med-
ical contexts, emergency management contexts, etc.
There are mainly two contexts that are considered in
this work: the Collaborative Context and the Mobile
context.

The Collaborative context determines in a log-
ical way the elements involved in a scenario. It in-
cludes the elements that will determine whether a per-
son is available to collaborate and the different roles,
which that particular person could assume during a
collaborative scenario. For example, if a person is a
medical doctor and its willing to collaborate during
an accident, the collaboration context for that person
will include that he is willing to assume the role of a
doctor if it is required.

The Mobile context determines the involved ele-
ments in a physical way, this is, considering elements
that can be interpreted as physical signals or data; for
example, if there is any Internet connection available,
the speed at which the user is moving, etc. Location is
an important contextual element that is present in both
Collaboration Context and Mobile Context. How-
ever, location is expressed differently in each context.
In the Collaboration Context location will be repre-
sented as a Hierarchical Location, which describes lo-
cation as a topology or symbolic place, e.g. a room X
inside building Y (Prayogi et al., 2007)(Zhang et al.,
2006). In the Mobile Context location is represented
as a Cartesian Location which describes locations as
a set of coordinates or GPS assisted geometric calcu-
lations e.g. 04 degrees 00’ N and 63 degrees 00’ W.
Other important elements are Participants, which col-
laborate sending and receiving information and exe-
cuting actions according to their knowledge and role.

It is important to notice that Participants are the
main elements in the model because they are mobile
entities that share and store information. Additionally,
a Participant is able to act as a bridge between two
participants. Each participant will have a set of roles
that he is willing to assume.

For example, in the landslide scenario, if there
were injured people and a doctor is quickly required,
Participant A could look for the Doctor role in par-

ticipants nearby. If a nearby Participant B has in his
set of roles the Doctor role, then he will be asked to
assume that role in healing the injured.

Each participant has relevant data that must be dis-
tributed; to achieve this different variables must be
taken into account, such as, the availability of Internet
connection and the location, both physical and log-
ical. For example, in our landslide scenario, infor-
mation about the time when the landslide occurred,
the location where it happened and the number of
injured people must be distributed to Participants to
whom that information is relevant (e.g Firemen, Doc-
tors, Road Safety Department, etc.)

Since these two variables are dynamic, this is, are
prone to change rapidly, the data distribution method
must also by dynamic. In order to address this is-
sue, different data dissemination methods have been
selected and are the basis of the dynamic transition of
data distribution according to the context of the par-
ticipants. For example, if in the landslide scenario,
the accident occurred in a road and the people who
are driving through that road do not know each other,
the first step in the dissemination of data would be to
ask if a required role is nearby. If, on the contrary,
people already know each other along with role in-
formation, a communication protocol can be estab-
lished and a dynamic communication protocol with
a basic structure will be generated according to the
scenario needs. There are different data dissemina-
tion models (Bellavista et al., 2013) that are used dif-
ferently according to the requirements of the environ-
ment that uses them. Since a highly-dynamic environ-
ment is being evaluated, then dissemination methods
must also be highly-dynamic.

Some of the data dissemination models are: i)
Sensor Direct Access dissemination: Distributing the
data directly to a specific place, ii) Flooding-Based
dissemination: Distributing the data to a specific
group, iii) Gossip-Based dissemination: Distributing
data randomly among available nodes and iv) Selec-
tion Based dissemination: Distributing data creating
a backbone of nodes.

The next section will present ADDOCO, a frame-
work that dynamically changes data dissemination
methods in mobile environments according to contex-
tual information and available participants.

3 ADDOCO

Due to the requirements of data sharing in highly- dy-
namic environments, this is, mobile and distributed
environments; ADDOCO is created as a framework
that aids in the distribution of data between partici-
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Figure 1: Smartphones creating a smartphone-network.

pants among a collaborative process. To achieve this,
ADDOCO adapts, according to the context, the model
used for data distribution between the participants in-
volved in a collaboration.

3.1 Distribution Principle

When mobile devices are connected to the internet
they can access on-line services that allow them to
communicate, obtain and even process information.
Some mobile devices nowadays are smartphones, de-
fined as “a mobile phone that can be used as a small
computer” by the Cambridge dictionary and are ca-
pable of doing a lot of data processing. Smartphones
take more advantage of on-line services, by having
synchronized contacts, configuration files, etc. Most
of them have the ability to create networks between
them in order to share information and communi-
cate. It is possible to think in a smartphone network
that would act like a small scale Internet, with smart-
phones providing services to other smartphones while
communicating and sharing data. This capacity of
making a network between them can be very useful
when collaboration is required, but there is no Inter-
net connection that allows smartphones to do so. In
a scenario where no Internet is available the smart-
phones could create a network between them, with no
guarantee that all of the smartphones connected to the
internet will be inside the smartphone network due to
technical restrictions like location, i.e. too far to be in-
cluded in the network, or permissions, i.e. the device
has not allowed smartphone networking, as seen in
Figure 1. Within the smartphone network there may
be smartphones that act as a bridge connecting two
smartphones that are within its range, but not within
the range of each other. For example, if three de-
vices A,B and C are making a network and the de-
vice A needs to send some data to C, but C is out
of range, then B, who is in range of both A and C
will act as a bridge transmitting information between
both A and C. This scenario is illustrated in Figure
2. Taking advantage of this possibility, different dis-
semination methods can be dynamically selected ac-
cording to the context. For example, if a landslide
occurs in a road where no internet access or mobile

Figure 2: Smartphone Network Bridge.

network is available, someone affected by the land-
slide could start making a network with nearby drivers
in order to send information on the landslide like pic-
tures, location, if there were accidents, etc. In this
scenario the device of the user will look for other
devices and send information, either randomly to a
group of those nearby users using gossip-based dis-
semination, or selecting a range to send to all users
within that range using flooding-based dissemination.
When a pattern has been established, the dissemina-
tion method changes to a selection based method, cre-
ating a backbone based on the interactions of each
participant.

3.2 Dynamic Dissemination Process

In order to describe the dynamic dissemination pro-
cess some basic concepts must be formally defined.
A Participant has a physical Location. Note that the
location here is represented as a Cartesian coordi-
nate in order to be interpreted appropriately by the
device. The Participant also has a set of Permis-
sion that allows him to request, obtain and manipu-
late Data within the device. It is important to remem-
ber that Data will be stored as closely as possible to
the node that generated it. Therefore the Data mod-
elled in this context is not a replicated copy of Data
available someplace else, but represents the Data that
a mobile device is responsible for creating, updating
and disseminating. Note that the Mobile context also
has a Connection Status component. This component
has information regarding its environment, for exam-
ple if the Participant is connected to a network, it
must search within near devices in order to perform
a collaborative task, and will aid in selecting the best
dissemination method that a requested Data needs to
follow in order to arrive at its destination.This contex-
tual information is a key element used to dynamically
adapt the dissemination method. The “dissemination
service” algorithm is described in Algorithm 1. In this
algorithm a directory is first used in order to obtain the
dataHolder, this is, the entity responsible for hand-
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Algorithm 1: ADDOCO Dissemination Process.

Require: Data requirements, Access Permissions speci-
fied, Max number of jumps.

Ensure: Data obtained or stored
1: nJump ( Max number of jumps
2: if Directory is active then
3: dataHolder ( call retrieveDataHolder with

Task,Location,Role
4: else
5: for all Entity in nearEntities do
6: if Entity 6= dataHolder and nJump > 0 then
7: dataHolder ( call Dissemination Process

with Entity,Task,Location,Role, (nJumps-1)
8: end if
9: end for

10: end if
11: return dataHolder

ling the data requested. A number of jumps are spec-
ified (1) in order to know how many neighbours must
be queried to try to obtain the requested data. If there
is an active Directory with the information of the data
handler (2) the dataHolder is then acquired. If the
Directory is not available then the query is made to
near entities. If a near entity does not have the data, it
will recursively ask its neighbours for the dataHolder,
having one jump less than the original caller (7) un-
til it reaches zero (6). The element nearEntities are
dynamically located according to both contextual and
collaborative information according to the messaging
protocol if: a) the collaboration model relies on a
centralized role and someone who plays that role is
nearby, most likely a sensor direct access will be used.
b) the collaboration model relies mainly on message
or event interchange in a publisher-subscriber way,
the selected dissemination method would be selection
based. c) the collaborative model relies on roles, but
there are not many entities that play the role in range a
flooding based dissemination may be adequate, and d)
There are some of the required roles nearby a gossip
based dissemination could obtain the data.

3.3 ADDOCO Architecture

The main components of the architecture are de-
scribed in Figure 3. The BPMN parser component
is in charge of obtaining a BPMN model described in
XPDL (XML Process Definition Language) and in-
terpreting them so that both; the mobile context and
the collaboration context obtain the data in their own
terms in order to correctly execute the tasks described.
The Mobile Context Manager component handles
the data, location and connectivity capabilities and
status of the mobile device. The Collaboration Con-
text Manager manages all the elements related to the
collaborative process such as the sequence of the tasks

Figure 3: ADDOCO Architecture.

to be executed, the role that will perform each task,
the abilities of each user, etc. This manager handles
the dynamic role assignment in ADDOCO. The Dis-
semination Manager will take into account the in-
formation provided by both (the Mobile and Collab-
oration context managers) in order to determine the
right dissemination model. This manager handles the
dynamic dissemination in ADDOCO. A collaborative
process using ADDOCO will start by defining the col-
laborative services involved in collaboration. This in-
volves the definition of roles, their required abilities
and the contextual elements that are going to be con-
sidered. After these basic components have been de-
fined, a BPMN model is made in order to link those
services and determine which role will execute them.
The translation of a BPMN model into a collaborative
service is not detailed due to the scope of this paper.

4 RELATED WORKS

This section presents an analysis of the main lim-
itations of the architectures and frameworks related
to the intention of ADDOCOM. MoCA (Sacramento
et al., 2004) is an architecture oriented towards mo-
bile collaboration, by communicating each node with
another directly and obtaining information through a
proxy. This architecture models effective collabora-
tion architecture, but it does not define how data is
managed and highly depends on the availability of the
proxy for new interactions. Other solutions are dis-
tribution applications as Solar, (Chen et al., 2008) a
middleware that aids in the creation of data-centred
applications, by letting the program request data to
the middleware and handles the data distribution for
the application, storing and retrieving it using differ-
ent distribution models. However, once a distribution
model has been selected it distributes data in a spe-
cific way and it does not adapt according to the chang-
ing context of the application. There are also frame-
works and middlewares for building collaborative ap-
plications that take into account the above mentioned
concepts and act as a guideline for new or exist-
ing programs and determine how they distribute data.
SALES (Corradi et al., 2010) is a middleware that
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aims to distribute information in a context-oriented
mobile based application. The SALES model takes
into account the individual context in each node and
notifies others of the contextual information it han-
dles. SALES aids in data distribution by reducing
the weight of data transferred and the amount of data
transmitted while at the same time increasing the rel-
evance of the disseminated information. However,
an algorithm for intelligently distributing data is yet
to be done. Another work establishes a publisher -
subscriber dissemination, which is a selection based
dissemination method (Wu et al., 2010), between Ve-
hicular Ad-Hoc Networks (VANETs). This project
proposes the transmission of real time information on
the traffic to surrounding vehicles while taking into
account their behaviour order to predict their future
location and whether the information is relevant or
not. This work aids in disseminating traffic data but
only as information to other vehicles and it cannot be
applied to a complex collaboration scenario. Zim-
bra (Zimbra, 2011) is another collaborative applica-
tion that provides real time information and aids in the
management of schedules, tasks and calendars. Mo-
bile collaboration in these applications is well man-
aged, however, it depends on a server-side to obtain
and manage the data required in order to function
properly, being highly dependent on an Internet con-
nection. The ADDOCOM framework considers dy-
namic roles of the users, their location and context
information, takes into account collaboration models
and has a Dynamic Data Dissemination method that
adapts to the environment, addressing the data man-
agement requirements of a distributed mobile collab-
oration environment.

5 PROTOTYPE

In order to make tests of the ADDOCO model, a mo-
bile prototype was made. This prototype aims to val-
idate the usefulness of the collaboration model and
how dynamic data dissemination may aid in obtain-
ing the information required to collaborate in different
environments and contexts. The selected devices for
the test were Android powered devices running 2.3.3
version of the OS (Gingerbread) with no cellular data
internet plan, with an initially active Wi-Fi connec-
tion to connect to an initial directory, and Bluetooth
in order to make a collaboration network that tests
the data dissemination model. The prototype first at-
tempts a connection with a pre-established server in
order to obtain the data and begins downloading it. If
that server is unreachable, whether at the beginning
of the process or the connection fails in the middle of

the process, an alternate dissemination method will be
selected using Bluetooth networks. If the connection
with the directory fails the user will be notified that
the connection has been lost and that nearby users are
being queried for the information. A list of nearby
users who have the requested information is displayed
and the user selects one of the available devices.

Once a user selects a data source who will provide
the information, the provider user’s device will dis-
play a message with the request of information and
additional data on the user who wants to obtain it.
The provider user may accept or reject the request.
If the request is accepted then the information will be
provided to the user that requested it, if the request
is rejected a message will show up in the requester’s
device informing that the connection could not be es-
tablished.

6 CONCLUSIONS AND FUTURE
WORK

The implementation of the ADDOCO model aims to
take full advantage of Ad-Hoc networks in collab-
orative environments. Functional tests proved that
collaboration is enhanced with ADDOCO by having
dynamic methods for obtaining the data while being
aware of the context, thus reducing the time of a po-
tentially non-executable task. Bluetooth technology
was used in order to make closed-range networks to
adequately test the dissemination model; however, we
found that this technology is not the best choice for
making effective data dissemination and collabora-
tive networks due to its restrictions and characteris-
tics. However, it shed light in how the functionality of
a smartphone network could work and the effective-
ness of the collaboration and data distribution model
of ADDOCO. As a future work the prototype is going
to be enhanced in order to work in more complex col-
laborative tasks, taking into account not only the con-
nection status but also the specific location of the user
and making possible the execution of parallel tasks.
Additionally, ADDOCO will make use of an emerging
technology called Wi-Fi DirectTM(WiFi, 2011) in or-
der to overcome technical drawbacks seen during the
use of Bluetooth technology in this context. The Wi-
Fi Direct technology will be supported by Android 4.0
(Ice Cream Sandwich) and due to the implementation
of the prototype using the Android SDK ADDOCO’s
prototype will most likely adopt this technology in a
near future for further tests and improved functional-
ity.
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Abstract: Nowadays data integration must deal with a far more in-congruent environment than in the pre-Web era. 
There are multiple efforts to design new query languages (which we hereafter call “data integration query 
languages”), that combine the features of two or more existing well established query languages to integrate 
data. However modern data integration applications still face many challenges while executing data 
integration queries over web data sources. Currently data integration queries are just focused on data 
integration while optimized query plan generation for such queries has not been extensively studied. Higher 
query processing time, data shipping and transformation on the fly, complicated syntax, efforts required to 
learn a new query language and limitation imposed on query languages are also a big hindrance in the 
emergence and wide adoption of the data integration query languages. In this paper, we have optimized data 
integration queries by parallel and distributed query processing over heterogeneous web data sources. We 
combine the data integration capabilities of the XSPARQL (a data integration query language for XML and 
RDF data sources) with the distributed and parallel query execution capabilities of DeXIN (a framework for 
highly distributed large web data sources integration). Parallel query processing suits very well for data 
integration of web data sources because of the highly distributed nature of the web. Experimental results are 
also evident of better performance of optimized query processing by parallelizing the data integration query 
processing. In the later part of this paper we argue that availability of an easy to use visual editor for data 
integration queries will greatly help in wide adoption and usage of data integration query language for web 
data sources integration.  

1 INTRODUCTION 

In modern business enterprises, it is frequent to 
develop an integrated application to provide uniform 
access to multiple existing information systems 
running internally or externally of the enterprise. 
Data integration is a pervasive challenge faced in 
these applications that need to query across multiple 
autonomous and heterogeneous data sources. 
Integrating such diverse information systems 
becomes a challenging task particularly when 
different applications use different data formats and 
query languages which are not compatible with each 
other. With the growing popularity of web 
technologies and availability of the huge amount of 
data on the web, the requirements for data 
integration has changed from the traditional database 
integration approaches. The large scale of Web has 

led to high levels of distribution, heterogeneity, 
different data formats and query languages. 

Data transformation and query rewriting are 
common approaches to mitigate the heterogeneity 
among various data formats (Dan Connolly, 2007). 
Ample efforts are made to transform the data 
sources from one data format to another data format 
(Matthias Droop et al., 2008; Sven Groppe et al., 
2008). However data transformation approaches are 
not viable for large or dynamic data sources, because 
the frequency of changes might make it cumbersome 
to perform the transformation over and over again. 
Another approach is to rewrite query from one query 
language to another query language while data 
sources maintain their original data format (Waseem 
Akhtar et al., 2008). In the past data, transformation 
from relational data to XML and query rewriting 
from SQL to XQUERY attracted significant 
research while nowadays data transformation from 
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XML to RDF and query rewriting from XQUERY to 
SPARQL and vice versa is likewise being explored 
(Nikos Bikakis et al., 2009). XSPARQL and 
embedding SPARQL into XSLT are data integration 
query languages to integrate XML and RDF data 
(Waseem Akhtar et al., 2008; Schmidt et al., 2002). 
The DeXIN framework is another query-side effort 
to integrate distributed heterogeneous Web Data 
sources (Muhammad Intizar Ali et al., 2009a). 
However complex syntax, inability to generate 
optimized solutions and efforts required to learn a 
new language were prominent obstacles in the 
adoption of these projects from academia to 
industry. Hence, unable to leverage the modern 
multi-core processing capabilities which are of 
utmost important for efficient query processing over 
highly distributed Web data sources. 

In this paper we optimize data integration queries 
of XSPARQL by embedding XSPARQL queries 
into DeXIN framework. We categorize various 
features of data integration queries and then combine 
them to get the best query execution plan for 
distributed query processing over heterogeneous 
distributed web data sources. We perform 
experimental evaluation and compare query 
execution time of the optimize query plan with the 
existing data integration query languages processing 
time. It is evident from the experimental results that 
our approach performs very well while executing 
distributed query over multitude of data sources 
scattered over Web.  

Our main focus is to devise strategies and 
algorithms for optimized query plan generation for 
data integration queries specifically targeted at Web 
data integration scenarios where data integration 
applications lack prior knowledge or control of the 
content of data sources. Optimized query plans for 
data integration queries over the Web of Data should 
be capable of dealing with exponential growth and 
continuous updates in terms of information sources 
and dynamic streaming data. Query optimization 
should also take into account scalability issues to 
avoid performance degradation and inefficient query 
execution plans. 

In order to attract the wider community of users 
we focus on enabling optimized data integration 
query generation using visual editors and initiation 
of an open source data integration suite for 
distributed, parallelized and heterogeneous querying 
over Web data sources. 

Rest of the paper is organized as: in Section 2, 
we briefly describe data integration queries for 
SPARQL and XQuery integration. We compare the 
features of various data integration queries to 

categorize and enhance existing data integration 
queries. In Section 3, we propose optimize query 
execution plan for data integration queries by 
embedding XSPARQL into DeXIN framework. 
Later in this section we discuss possible 
enhancement in the features of existing data 
integration queries. Experimental evaluation is 
performed in Section 4. We conclude this paper with 
possible future work on data integration queries in 
Section 5. 

2 DATA INTEGRATION QUERY 
LANGUAGES 

Data integration query languages combine the 
features of two or more existing query languages to 
integrate data on the fly. In this approach a new 
query language is designed or already existing query 
language is extended in order to query multiple 
heterogeneous web data sources in their respective 
query languages. Data integration query language is 
a broader term which can combine any arbitrary two 
or more query languages features. However in this 
paper we restrict our self to those data integration 
query languages which combine the features of 
XQuery and SPARQL. Data integration query 
language approach is a viable solution for Web data 
sources integration which not only integrates data on 
the fly but also can easily manage rapidly changing 
web data sources. In this section we will briefly 
describe three prominent approaches of data 
integration queries for XML and RDF data sources 
and then compare their features to highlight the 
advantages and disadvantages of the each approach.  

2.1 Embedding SPARQL into 
XQUERY 

Embedding SPARQL into XQUERY is one of the 
initiative efforts for designing data integration query 
to provide a uniform access over RDF and XML 
data sources (Sven Groppe et al., 2008). The 
approach is to select one query language for one data 
format as a base query language and embed the other 
query language for another format into the base 
query language. In embedding SPARQL into 
XQUERY approach, all SPARQL queries are 
embedded into XQuery/XSLT and automatically 
transformed into pure XQuery/XSLT queries to be 
posed against pure XML data after transformation of 
RDF data into XML. This embedding enables users 
to benefit from graph and tree language constructs of 
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both SPARQL and XQuery. The authors defined a 
formal SPARQL algebra to transform a SPARQL 
query into an operator tree of SPARQL algebra. The 
operator tree is later translated into XQuery/XSLT. 
Table 1 shows an example XQuery with SPARQL 
embedded inside XQuery. 

The work presented in (Sven Groppe et al., 2008) 
is not an exclusive work on SPARQL embedded into 
XQuery. There exists some other similar work with 
slightly different approach also available in the 
literature. Contrary to embedding SPARQL into 
XQuery/XSLT, there are also some efforts to embed 
XPATH and XQuery into SPARQL queries 
(Matthias Droop et al., 2008). 

Table 1: An example XQuery with SPARQL embedded 
inside XQuery.  

( 1 ) d e c l a r e namespace f o a f =" h t t p : / / xmlns .   
com/ f o a f / 0 . 1 / " ; 
( 2 ) < r e s u l t s >{ f o r ( $n , $m) i n 
( 3 ) SELECT ?name ?mbox 
( 4 ) WHERE { ? x f o a f : name ?name . 
( 5 ) ? x f o a f :mbox ?mbox . 
( 6 ) FILTER r e g e x ( s t r ( ?mbox ) , "@work . example " ) } 
( 7 ) r e t u r n <result><name>{$n}</name><mbox>{$m} 
( 8 ) </mbox> </ r e s u l t >}< r e s u l t s > 

  
2.2 XSPARQL 

XSPARQL is a new query language or more 
precisely to say data integration query language 
designed with the idea to combine XQUERY and 
SPARQL query languages. Despite the availability 
of GRDDL transformation sets the translating 
between XML and RDF is a tedious and error prone 
task (Dan Connolly, 2007). In (Waseem Akhtar et 
al., 2008), a new query language based approach is 
used to transform XML into RDF and vice versa. 
XSPARQL is a query language combining XQuery 
and SPARQL for transformations between RDF and 
XML. XSPARQL subsumes XQuery and most of 
SPARQL (excluding ASK and DESCRIBE). 
Conceptually, XSPARQL is a simple merge of 
SPARQL components into XQuery. XQuery is a 
native query language in XSPARQL and all XQuery 
queries are also considered as XSPARQL queries. In 
order to execute SPARQL queries inside the body of 
XQuery, the XQuery FLWOR expression is slightly 
modified which is called FLWOR’ expression. 
Concerning semantics, XSPARQL equally builds on 
top of its constituent languages. They extended the 
formal semantics of XQuery by additional rules 
which reduce each XSPARQL query to XQuery 
expressions; the resulting FLWORs operate on the 
answers of SPARQL queries in the SPARQL XML 
result format. All XSPARQL queries are rewritten in 

XQuery standard format while SPARQL queries are 
executed over SPARQL endpoints and results are 
returned in RDF/XML.  

2.3 Distributed Extended XQuery for 
Data Integration (DeXIN) 

DeXIN is an extensible framework for providing 
integrated access over heterogeneous, autonomous, 
and distributed web data sources, which can be 
utilized for data integration in modern web 
applications and service oriented architecture. 
DeXIN extends the XQuery language by supporting 
SPARQL queries inside XQuery, thus facilitating 
the query of data modelled in XML, RDF, and OWL 
(Muhammad Intizar Ali et al., 2009b). DeXIN 
facilitates data integration in a distributed web and 
service oriented environment by avoiding the 
transfer of large amounts of data to a central server 
for centralized data integration and avoids the 
transformation of a huge amount of data into a 
common format for integrated access. 

At the heart of DeXIN is an XQuery extension 
that allows users/applications to execute a single 
query against distributed, heterogeneous web data 
sources or data services. DeXIN considers one data 
format as the basis (the so-called “aggregation 
model”) and extends the corresponding query 
language to executing queries over heterogeneous 
data sources in their respective query languages. 

Currently, DeXIN have implemented XML as an 
aggregation model and XQuery as the corresponding 
language, into which the full SPARQL language is 
integrated. However, this framework is very flexible 
and could be easily extended to further data formats 
(e.g., relational data to be queried with SQL) or 
changed to another aggregation model (e.g., 
RDF/OWL rather than XML).  

The main highlights of the features of the DeXIN 
are as follows. 

• DeXIN is an extensible framework for parallel 
query execution over distributed, heterogeneous 
and autonomous large data sources.  

• DeXIN provides extension of XQuery which 
covers the full SPARQL language and supports 
the decentralized execution both XQuery and 
SPARQL in a single query 

• DeXIN approach supports the data integration 
of XML, RDF and OWL data without the need  
of transforming large data sources into a 
common format. 
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• DeXIN is implemented as a web service to 
provide easy access using service oriented 
architecture. 

• DeXIN can easily be integrated into existing 
web applications as a data integration tool. 

• Experimental results show good performance 
and reduced network traffic achieved with 
DeXIN approach. 

2.4 Comparing Features of Data 
Integration Queries 

In Table 2, we compare different features of the 
various data integration queries designed to integrate 
XML and RDF data sources using combination of 
XQuery and SPARQL query languages. All the 
three approaches are mainly intended for data 
integration of XML and RDF. Embedded SPARQL 
approach performs poorly when the transformation 
of the large data sources is required while 
XSPARQL and DeXIN only transform results into 
uniform format rather than whole data source. Both 
Embedded SPARQL and XSPARQL require its user 
to learn a new query language while DeXIN does 
not make merely noticeable syntactic changes to the 
participating query languages. DeXIN also executes 
parallel and distributed queries for distributed web 
data sources. Variable induction is a strong feature 
of XSPARQL which enables it to share same 
variable for joining two or more heterogeneous Web 
data sources within a single query.   

3 OPTIMIZING DATA 
INTEGRATION QUERIES 

Existing data integration query languages are mainly 
focused on data integration while optimize query 
execution plan for such query language have not 
been studied. In this section we propose the 
combination of various features of the existing data 
integration query language which not only be 
utilized for optimize query execution plan but also 
can better cope with the modern data integration 
challenges faced because of the highly distributed 
and heterogeneous nature of the Web, availability of 
large amount of data and rapidly changing data 
sources over Web.  
 
 
 
 

Table 2: Comparison of various features of data 
integration queries for XML and RDF data. 

Features Embedded 
SPARQL XSPARQL DeXIN

Data integration Yes Yes Yes 
Data 

transformation Yes No No 

Complicated 
syntax Yes Yes No 

 
Parallel/distribut

ed query 
execution 

No No Yes 

Visual interface No No Yes 
Restriction 
imposed on 

query language 
Yes Yes No 

Variable 
induction No Yes No 

Query language 
definition No Yes No 

Flexibility for 
enhancement to 

further query 
languages 

No No Yes 

3.1 Parallel and Distributed Query 
Processing 

As a first step towards the solution of the optimized 
query processing of data integration queries, we 
integrate the DeXIN framework with XSPARQL. 
Figure 1 shows the integration of XSPARQL into 
DeXIN framework. This will combine the data 
integration capabilities of XSPARQL with the 
distributed and parallel query execution capabilities 
of DeXIN. Optimized query plan generation for the 
Web of Data is integral to Web data sources 
integration. We devise strategies and algorithms for 
optimized query plan generation for data integration 
queries specifically targeted at Web data integration 
scenarios where data integration applications lack 
prior knowledge or control of the content of data 
sources. Optimized query plans for data integration 
queries over the Web of Data should be capable of 
dealing with exponential growth and continuous 
updates in terms of information sources and dynamic 
streaming data. Query optimization should also take 
into account scalability issues to avoid performance 
degradation and inefficient query execution plans.  

3.2 SPARQL and XQuery Endpoints 

XSPARQL and embedded SPARQL deal with the 
RDF and XML data source as a flat file. The general 
procedure followed in these applications is to fetch 
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the RDF/XML file, create an in-memory tree/graph 
and then execute queries. This procedure will 
become bottle neck once the size of the data source 
increases. Nowadays many XML and RDF 
databases are available, which are specifically 
designed to efficiently store and process Web data 
sources. On top of these databases SPARQL/ 
XQuery endpoints are available which provide direct 
access to the user for executing queries over these 
data sources. After the integration of XSPARQL 
queries inside DeXIN framework, data integration 
queries can benefit from endpoints of SPARQL and 
XQuery.  

SQL 
Processor

SPARQL 
Processor

XQuery 
Processor

XML
Data

RDF 
Data

RDBMS

Internet
rdf, owl, 
xml

XQuery SPARQL Http SQL

DeXIN

XQuery SPARQL

Http SQL

Ext. 
XQuery

XSPARQL 

 
Figure 1: Parallel XSPARQL Query Processing with 
DeXIN. 

3.3 Dynamic Data Source Selection 

Data source selection is an important task while 
integrating distributed heterogeneous web data 
sources because data sources are discovered, 
selected and processed dynamically without any 
prior knowledge of the data sources. DeXIN keeps 
tracks of data services and their statistics for best 
data source selection. Moreover, DeXIN also stores 
user’s concerns using profiling approach which 
helps to select the most appropriate data source for 
that particular user if multiple data sources are 
available to perform the same task (Muhammad 
Intizar Ali et al., 2011a; 2011b).  

3.4 Visual Editor 

Complicated syntax, efforts required to learn a new 
query language and limitation imposed on query 
languages are also a big hindrance in the emergence 
and wide adoption of the data integration query 
languages. We propose a query based aggregation of 
multiple heterogeneous data sources by combining 
powerful querying features of XQuery and SPARQL 
with an easy interface of a mashup tool for data 

sources in XML and RDF. Our mashup editor allows 
for automatic generation of mashups with an easy to 
use visual interface. We utilize the concept of data 
mashups and use it to dynamically integrate 
heterogeneous web data sources by using the 
extension of XQuery proposed in the DeXIN. All 
available data sources over the internet are 
considered as a huge database and each data source 
is considered as a table. Data mashups can generate 
queries in extended XQuery syntax and can execute 
the sub-queries on any available data source 
contributing to the mashup (Muhammad Intizar Ali 
et al., 2011c). We aim to design a visual editor for 
XSPARQL as well which can automatically 
generate queries from visual interface. 

4 EXPERIMENTAL 
EVALUATION 

Testbed: We have implemented parallel and 
distributed query processing for XSPARQL queries. 
For prototype development we used java, Saxon is 
used for XQuery processing and ARQ is used for 
SPARQL query processing. Our testbed includes 3 
computers (Intel(R) Core(TM) 2 CPU, 2.4 GHz, 
4GB RAM) running SUSE Linux with kernel 
version 2.6. The machines are connected over a 
standard 100Mbit/S network connection. An open 
source native XML database eXist (release 1.2.4) is 
installed on each system to store XML data. 

Data Sets: For the evaluation of our 
implementation we used the XMark benchmark suite 
which is the most widely used benchmark suite for 
XQuery (Schmidt et al., 2002). XMARK benchmark 
suite is bundled with a data generator that produces 
XML data sets. The benchmark also includes a set of 
20 XQuery queries over this generated data. Using 
the provided data generator, we created XML 
datasets with sizes of 1, 2, 10, 50 and 100MB. For 
RDF data sets we rely on XMARK and converted 
these XML data sets of XMARK into RDF using 
XSPARQL. We reformulated XMARK 20 queries 
into SPARQL, XSPARQL, Embedded SPARQL and 
DeXIN extended XQuery format.  
Experimental Evaluation: 
Figure  2  shows  experimental  result  of  evaluating 
first 10 queries of XMARK benchmark executed 
over data set of 2 MB. Embedded SPARQL 
performs better when the data size is small while 
XSPARQL performs well with bigger data size. 
However XSPARQL performs very poorly when 
queries contain nested join between two data sets. 
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DeXIN improves the performance of XSPARQL 
particularly when there are multiple data sets are 
involved in query processing. 

 
Figure 2: Query execution time comparison. 

5 CONCLUSIONS AND FUTURE 
WORK 

In this paper we have integrated XSPARQL and 
DeXIN capabilities to execute data integration 
queries in parallel. Experimental evaluation has 
shown promising results. By integrating XSPARQL 
inside DeXIN the performance of data integration 
queries (particularly those queries which involve 
highly distributed multiple data sources) has greatly 
increased. We believe that our proposed plan will 
lead to the optimized query execution plans for the 
data integration queries over the Web. Our 
framework will act as a basis for the development of 
data integration applications over distributed 
heterogeneous and continuously updating Web data 
sources. A visual tool to generate data integrating 
queries will attract a wider spectrum of the users to 
create data integration applications on the fly.  
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Abstract: We know that the task of Machine Learning (ML) is defined as finding of rules for the class on the basis of 
learning examples for classification of unknown object(s). But we can use rules also for describing the class 
data– who/what are they? which is the task of Data Analysis and Data Mining. There are several methods 
for solving this task, for example, Determination Analysis (DA) and Generator of Hypotheses (GH). In the 
paper we describe an idea for Universal Generator of Hypotheses, the complex method which can solve the 
tasks of DA and GH and several new ones.  

1 INTRODUCTION 

In the domain of machine learning (ML) many 
different algorithms are in use (Mitchell, 1997), for 
example ID3 (Quinlan, 1986), CN2 (Clark and 
Niblett, 1987), CART (Breiman, Friedman, Olshen 
and Stone, 1984) and their derivates. There are 
several algorithms which try to solve the same task 
on a different algorithmic and pruning techniques 
bases. Some algorithms output rules 

 as decision trees;  
 some as sets of rules;  
 some of them find non-intersecting rules;  
 some find overlapping rules;  
 some find only one system of rules;  
 some algorithms find different systems of 

rules; 
 some find a set of rules that meets certain 

requirements; 
 etc. 
This is expected, because the number of all 

possible rules in case of given sets of learning 
examples can be huge and each method for finding a 
set of rules tries to prune the number of rules. 

We present an idea of Universal Generator of 
Hypotheses, which can output most of the described 
possibilities of output and some new possibilities for 
the researcher. 

 
 
 

2 MACHINE LEARNING TASK 
AS A DATA MINING TASK 

Machine Learning task is defined as learning from 
examples i.e. finding concept description (set of 
rules IF X THEN Y) that is both consistent and 
complete at the same time (Gams and Lavrac, 1987). 

A description is complete if it covers all 
examples of all classes. 

A description is consistent if it does not cover 
any pair of examples from different classes. 

2.1 Two Directions in ML 

There are two directions (subtasks) in Machine 
Learning:  

 Direction 1 (Main task): On the basis of 
learning examples to find rules for 
classification of unknown object(s) 
(Classification task); 

 Direction 2: We can use the found rules for 
describing the data table (learning examples) 
under analysis: “Who/what are they?” (Data 
Analysis and Data Mining task). 

The main steps of direction 1 are: 
1) Finding set of rules; 
2) Testing rules on test-examples; 
3) Applying tested rules on new instances. 

Here the main goal is to find the rules with a 
stably good ability of recognition. There exist 
several methods for solving this task. 
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The main steps of direction 2 are: 
1) Finding set of rules; 
2) Analysis of found rules; 
3) Class(es) description on the basis of rules. 

The main goal for direction 2 is to describe the 
class -“who/what they are” on the basis of found 
rules. The best representatives of the direction 2 are 
methods “Determinacy Analysis” (Chesnokov, 
1980; Chesnokov, 1982) and „Generator of 
Hypotheses” (Kuusik and Lind, 2004). They try to 
answer to the questions: 

 “Who are they (objects of class)?”; 
 “How can we describe them?”; 
 “What distinguishes them from the others?”. 
It means that on the basis of extracted rules we 

can describe the class. Use of rules makes possible 
to determine what is specific for the class and what 
separate different classes. Using extracted rules also 
the latent structure of the class can be discovered. 

It is possible that the researcher is interested in 
dividing attributes into two parts: causes (C) and 
effects (E) and wants to analyze relations between 
them (IF C THEN E). 

From the other hand it can happen that the 
researcher does not know what he/she seeks. It 
means that the use of corresponding methods 
provides him/her with some kind of (work) 
hypotheses for description and he/she must decide 
whether the extracted rules can help him/her to 
describe or understand the essence of the data. That 
is why we call extracted rules for data description 
“hypotheses”. The same situation may arise also 
when the amount of extracted rules is very big and 
he/she physically cannot analyze them. 
Next we present a brief description of DA and GH. 

2.2 Determination Analysis 

The main idea behind DA is that a rule can be found 
based on the frequencies of joint occurrence or non-
occurrence of events. Such rule is called a 
determinacy or determination, and the mathematical 
theory of such rules is called determinacy analysis 
(Chesnokov, 1982).  

If it is observable that an occurrence of X is 
always followed by an occurrence of Y, this means 
that there exists a rule “If X then Y”, or X→Y.  Such 
correlation between X and Y is called determination 
(from X to Y). Here X is determinative 
(determining) and Y is determinable. 

Each rule has two characteristics: accuracy and 
completeness. 

Accuracy of determination X→Y shows to what 
extent X determines Y. It is defined as a proportion 
of occurrences of Y among the occurrences of X: 

A(X→Y) = n(X Y) / n(X), where 
A(X→Y) is accuracy of determination, 
n(X) is a number of objects having feature X and 
n(X Y) is a number of objects having both 

features X and Y. 
Completeness of determination X→Y shows 

which part of cases having Y can be explained by 
determination X→Y. It is a percentage of 
occurrences of X among the occurrences of Y: 

C(X→Y) = n(X Y) / n(Y), where 
C(X→Y) is completeness of determination, 
n(Y) is a number of objects having feature Y and 
n(X Y) is a number of objects having both 

features X and Y. 
Both accuracy and completeness can have values 

from 0 to 1. Value 1 shows maximal accuracy or 
completeness, 0 means that rule is not accurate or 
complete at all. Value between 0 and 1 shows 
quasideterminism. 

If all objects having feature X have also feature 
Y then the determination is (maximally) accurate. In 
case of accurate determination A(X→Y) = 1 
(100%). 

Majority of rules are not accurate. In case of 
inaccurate rule A(X→Y) < 1. 

In order to make determination more (or less) 
accurate complementary factors are added into the 
first part of a rule. Adding factor Z into rule X→Y 
we get a rule XZ→Y. 

DA enables to find different sets of rules, 
depending on the order in which the attributes are 
included into the analysis. One possible set of 
accurate rules for well known Quinlan’s data set (of 
eight persons characterized by height, hair colour 
and eye colour) (Quinlan, 1984) for example 
describing (persons belonging to) class ”–” is 
following:  

 Hair.red → Class. – (C=33%); 
 Hair.blond & Eyes.blue → Class. – (C=67%), 
The second one: 

 Height.tall&Hair.red → Class. – (C = 33%) 
 Height.short&Hair.blond&Eyes.blue → Class. 

– (C=33%) 
 Height.tall&Hair.blond&Eyes.blue → Class. – 

(C = 33%). 

2.3 Generator of Hypotheses 

Generator of Hypotheses (GH) is a method for data 
mining which main aim is mining for patterns and 
association rules (Kuusik and Lind, 2004). The goal 
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is to describe the source data. Used evaluation 
criteria are deterministic (not probabilistic). The 
association rules it produces are represented as trees, 
which are easy to comprehend and interpret.  

By depth-first search (from root to leaves) GH 
forms a hierarchical grouping tree. Such tree 
example is given below. Method uses effective 
pruning techniques. 

 
(3)        0.667(2)     0.500(1) 
Height.tall=>Hair  .Dark->Eyes  .Blue 
                  0.500(1) 
                  ->Eyes  .Brown 
           0.667(2)      0.500(1) 
           =>Eyes  .Brown->Hair  .Blond 
 
 (3)       0.667(2)     0.500(1) 
Hair  .Dark=>Eyes  .Blue->Height.Short 
           0.333(1) 
           =>Eyes  .Brown 
 
 (3)       0.667(2)      0.500(1) 
Eyes .Brown=>Hair  .Blond->Height.Short 

 
The numbers above node show node’s absolute 

frequency (in parentheses) and node’s relative (to 
previous level) frequency (before parentheses). 

Absolute frequency of node t shows how many 
objects have certain attribute with certain value 
(among objects having properties (i.e. certain 
attributes with certain values) of all previous levels 
t-1,…,1). Relative frequency is a ratio A/B, where A 
is the absolute frequency of node t and B is the 
absolute frequency of node t-1. For the first level the 
relative frequency is not calculated. 

For example we can translate the first tree 
(Height.tall=>) of set of trees as “3 persons (objects/ 
examples) are tall, 67% of them have dark hair, and 
of those (with Height.tall and Hair.dark) 50% have 
blue eyes and 50% have brown eyes. Also, 67% of 
tall persons have brown eyes and 50% of those have 
blond hair.” 

GH has the following properties: 
 GH guarantees immediate and simple output 

of rules in the form IF=>THEN; 
 GH enables larger set of discrete values (not 

only binary); 
 GH enables to use several pruning techniques; 
 The result is presented in form of trees; 
 GH enables to treat large datasets; 
 GH enables sampling. 

3 AN IDEA FOR UNIVERSAL 
GENERATOR OF 
HYPOTHESES  

Here we present an idea for Universal Generator of 
Hypotheses (UGH), which can solve analysis task 
(direction 2) and which can test hypotheses (for 
example, whether some specific rule identifies some 
designated class (task of query type) i.e. can the rule 
open the essence of the class under description), and 
generate the new ones. Building of UGH is real, due 
to the existence of the base algorithm and special 
techniques on the basis of which several versions of 
DA (Lind and Kuusik, 2008; Kuusik and Lind, 
2010; Kuusik and Lind, 2011b) and GH (Kuusik and 
Lind, 2004; Kuusik, Lind and Võhandu, 2004) (both 
direction 2) and IL task (direction 1) (Roosmann, 
Võhandu, Kuusik, Treier and Lind, 2008; Kuusik, 
Treier, Lind and Roosmann, 2009) have been 
realized. 

The block diagram of Universal Generator of 
Hypotheses is shown in Figure 1. 

Basically the variants divide into two: 
1) The researcher (user) does not partition 

attributes (objects’ characteristics) under 
consideration – presented by blocks 3..6 on 
the left side of the scheme; 

2) The researcher divides attributes into cause 
and effect – blocks 7..17 on the right side of 
the scheme.  

In the first case (blocks 3..6) simply the 
enumeration of analyzable attributes is given to the 
system, i.e. it is not required to observe all the 
attributes that are used for describing the objects. As 
a result all existing value combinations of those 
attributes or relations in the form of cause-and-effect 
where causes and effects are generated automatically 
can be obtained. System does not determine the 
causes and the effects in a relation in the same way 
as the user does in case of Determinacy Analysis, 
but offers different possibilities for that; the user has 
to decide what is what. 

Always it is possible to define the set of 
observable objects (narrower than in initial data). It 
is shown as a logical expression (in block 2). In a 
sense of DA the narrowing of universal context 
takes place. Context is the set of qualities that 
describe the whole group (the ones, on the ground of 
which the objects are selected). The qualities 
common to the whole initial data set  determine the 
universal context. In the same data set it is not 
possible to widen the context, it is the widest there. 
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Figure 1: Block diagram of Universal Generator of Hypotheses. 

Thus the context can be changed only by narrowing. 
For that purpose the qualities on which basis to 
make the restriction  have to be shown. It is needless 
to observe the attributes that determine the context 
neither among causes nor among effects, since they 
describe the whole subset under examination. 

In the second case (blocks 7..17), blocks 14..17 
describe the basic cases, where the researcher 
distinguishes between cause-attributes and effect-
attributes. Block 15 presents the case, where with 
each different existing combination of causes the 
consequences characteristic only to it are associated. 
In block 17 for each existing set of effects the causes 
inducing only it are searched for. Although these 

two cases are completely distinct for the user, the 
difference here is only in the interpretation of the 
data. 

The case in block 16 differs from the one in 
block 15 so that the sets of causes for which the 
effects are searched for, are not restricted to the ones 
that contain all the cause-attributes, but also the 
combinations that contain only one or two etc 
attributes from given set of attributes are observed. 
In case of necessity here also the places of causes 
and effects can be changed. 

Blocks 8..10 represent a special case of blocks 
14..15, where the user investigates what are the 
effects resulting from specified cause(s). The set of

Dialogue with the user 

Generation of hypotheses 

In:                                        2
criterion for selection of 
objects as a logical 
expression 

7 
the researcher divides the 
attributes into causes (C) 
and effects (E) 

8
In:                                               
C as a given logical expression;
E – list of M2 attributes 

11
In:                                  
C – list of M1 attributes; 
E as a given logical expression 

3 
the researcher does not 
divide the attributes into 
causes and effects 

4 
In:                    
list of M1 attributes 

9 
Out:                         
C→E, where 
E – combinations by M2 

10
Out:                          
C→E, where 
E – combinations by 1,...,M2

12 
Out:                        
C→E, where 
C – combinations by 1,..,M1 

13
Out:                 
C→E, where 
C – combinations by M1

5 
Out:                      
all combinations 
by M1 

14 
In:                               
C – list of M1 attributes; 
E – list of M2 attributes

6 
Out:                                                  
all consequences in the form “cause-
effect” (C→E),  where C and E are 
combinations by 1,...,M1.  
C and E are generated automatically 
|C|+|E|=M1 

16 
Out: 
C→E, where 
C – combinations by 
1,...,M1; 
E – combinations by 
1,...,M2 

15 
Out: 
C→E, where 
C – combinations by M1; 
E – combinations by 1,...,M2 

17 
Out: 
C→E, where 
C – combinations by 
1,...,M1; 
E – combinations by M2 
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observable objects is determined by a logical 
condition over cause-attributes. 

Similarly the blocks 11..13 is a special case of 
blocks 14&17, where the user examines what 
reasons lead to specified effect. The logical 
condition of effect-attributes determines the set of 
observable objects. 

Again the variants in blocks 8..10 and in blocks 
11..13 differ solely in the interpretation. 

Basically the results findable by blocks 14..17 
can be obtained by proper repeated application of 
simpler variants in blocks 8..13, but it is more 
practical to give that work to the computer. For the 
human user giving the different value combinations 
(as logical expression) one by one is arduous 
enough. 

Usually it is reasonable to require from the user 
that the sets of causes and effects do not intersect. In 
cases (of variants) 15 and 17 the overlapping 
attributes are always present in the fixed-length part 
(C in block 15, E in block 17) and they can also 
appear in the other part of relations. In case of 
variant (in block) 16 such attributes can fall into 
both sides. But something that causes itself or results 
from itself is not very informative.  

The overlapping might make sense if more than 
one value is allowed for the overlapping attribute(s) 
and objects with different values of such attribute(s) 
form the same cause or effect. This is possible when 
causes or effects are given by a logical expression 
(blocks 8 and 11 accordingly). Appearing in the 
other part of relations the overlapping attributes may 
provide interesting information. 

The same is true for restricting the context: if 
more values are allowed for the attribute(s) 
determining a context then it makes sense to observe 
this(these) attribute(s) in the relations. 

Generator of hypotheses does not presuppose 
that observable objects are classified, however it 
may come in handy when solving that task. 
(Automatic) classification occurs here as follows. 
The user submits a list of attributes (either causes or 
effects); the system finds existing value 
combinations of given attributes and each such 
combination describes a class of objects. Such 
classification takes place in block 15 by cause-
attributes and in block 17 by effect-attributes. As 
mentioned, in these cases the difference (that is so 
important for the user) is only in the interpretation. 

In blocks 8..13 the determination of interesting 
class by the researcher takes place on the basis of a 
logical condition either by causes (block 8) or by 
effects (block 11). 

The variants on the left side of the scheme 
  

(blocks 3..6) where the attributes are not divided into 
causes and effects by the user is realized by 
Generator of Hypotheses (Kuusik and Lind, 2004). 
Variants on the right side are covered by machine 
learning methods. Generally the classes are given 
and rules for determining them have to be found 
(Roosmann et al, 2008, Kuusik et al, 2009). Usually 
the ML methods assume that class is shown by one 
certain attribute, but in essence it can be a 
combination of several attributes shown by a logical 
expression. Again, whether the given classes are 
cause (blocks 8..10, 14..15) or effect (blocks 11..13, 
14&17), depends on the interpretation. Determinacy 
Analysis (DA) can be qualified as a subtask of 
machine learning as it finds rules for one class at a 
time. So it covers the variants in blocks 8..10 and 
11..13. Given class can be cause (in block 8) or 
effect (in block 11). Output containing combinations 
by M attributes (as in blocks 9 and 13) can be found 
using DA-system (DA-system, 1998), output 
according to blocks 10 and 12 can be obtained using 
step-wise DA methods which allow rules with 
different length (Lind and Kuusik, 2008; Kuusik and 
Lind, 2010). By repeated use of DA also the variants 
given in blocks 14..17 can be performed. 

4 CONCLUSIONS 

We have presented in the paper an idea for Universal 
Generator of Hypotheses. We have discussed that 
matter with specialists of data analysis and they have 
mentioned that the use of DA and GH is not enough, 
there are several other tasks to solve and there is 
need for developing some additional new 
possibilities. All these possibilities are described in 
the paper. Possibilities of DA and GH are also 
described in the paper and they are the part of the 
functionality of UGH. As we have mentioned, it is 
possible to realize UGH, there exist the base 
algorithm and special pruning techniques on the 
basis of which the functionality of UGH is easily 
realizable. 
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Abstract: The application and introduction of ERP systems have become a central issue for management and 
operation of enterprises. The competition on market enforces the improvement and optimization of business 
processes at enterprises to increase their efficiency, effectiveness, and to manage better the resources 
outside of the company. The primary task of ERP systems is to achieve the before-mentioned objectives. 
For this reason the selection of a particular ERP system has a decisive effect on the future operation and 
profitability of the enterprise, i.e. the selection phase is highly relevant step within the introduction and 
implementation stage of an ERP system. The issues that are worth investigating are the criteria applied at 
the decision. The qualitative correlation between the size of enterprises, market position, etc. and the applied 
selection criteria for ERP systems could be analyzed as to whether which criteria are made use of at 
multinational enterprises or at SMEs. Our research is grounded in a literature review and case studies of 
everyday practice related to introduction, implementation and roll-out of ERP systems and it tries to provide 
answers for the above raised questions. 

1 INTRODUCTION 

Surveys and practical experiences have shown that 
all areas of enterprise operation have been affected 
by cost savings including the IT related fields; the 
main business objectives are modified to increase 
the economic efficiency in spite of previous business 
goals. The economic crisis has resulted generally in 
dramatic impact on IT budgets at enterprises 
(Thompson, 2010). 

In spite of the enduring economic and financial 
crisis, the introduction and adoption of ERP systems 
continues. We have investigated the trends in a small 
EU member country (Hungary) empirically and by 
publications related to business management and 
economics. There are clear tendencies that even the 
small and medium enterprises (SME) that had data 
processing systems which had been previously 
developed individually or tailored to the specific 
requirements started projects to buy ready-made or 
commercially available Off-the-Shelf (COTS) 
products on the market. The main reason is that the 
previously developed, legacy systems cannot 
comply with the recent requirements related to 
information processing, namely cost-efficiency, 
staffing level and other labor conditions. 

We conclude that there are individually 
developed and standard systems within the 
industrial sector specific solutions. 

In this paper, an ERP system (Enterprise 
Resource Planning) is understood as an enterprise-
wide, comprehensive information system involving 
all information processing activities that covers the 
human resource, production, commercial, planning, 
inventory, material planning, management control 
and monitoring business processes by placing them 
into a unified framework. 

In next sections, we analyze the phases of 
implementation process and providing some answers 
for the raised issues.  

2 RESEARCH METHOD 

The research approach as a methodology was 
twofold. We have grounded our investigation in 
BSc. / MSc theses that were created on ERP at a 
Hungarian College as students’ research project. 
There was an empirical research on architectural 
approaches of subsidiaries belonging to international 
companies and operating in Hungary (ELTE, 2010). 
The research was carried out by a consortium of 
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Hungarian Universities and Colleges. Beside 
companies situated in Hungary, the investigation 
covered practice of ERP introduction at several 
German companies either based on publications or 
in-depth interviews with managers responsible for 
ERP systems. There was a comprehensive literature 
review related to ERP introduction and 
implementation that we will discuss in detail. 

3 CONCEPT OF ERP SELECTION 

ERP selection is an important decision making 
problem of organizations and influences directly the 
performance. There are a lot of ERP alternatives in 
market (Wei, 2004). The failure in selection of ERP 
system firstly leads to the failure of ERP 
introduction or adaptation project or secondly to 
degradation of company performance (Liao, 2007).  

Several research studies have been conducted to 
identify relevant factors having impact on success of 
implementation and introduction at ERP systems. 
The major part of studies have chosen the case study 
paradigm, i.e. many of them focused on single case 
study of ‘‘how we implemented ERP systems in our 
company’’ (Ang, 1995); (Bingi, 1999); (Mandal, 
2002); (Wilson et al., 1994); (Yusuf, 2004). 
Furthermore, several studies that have measured 
ERP implementation success used only one or two 
factors of ERP implementation success (Ang, 1995, 
2002); (Malbert, 2003); (Umble, 2003). 

The literature research shows that problems with 
the implementation of ERP systems emerge for a 
number of reasons. We can summarize briefly the 
reasons as follows: (1) Generally there is a need for 
business process change or re-engineering for fitting 
together the business processes and information 
processes of an ERP system. Leaving out the 
required business process alignment could lead later 
operational problems. (2) Lack of commitment from 
top management, deficiency in data accuracy, and 
short of user involvement can attribute to system 
implementation failures appearing typically during 
the operation phase. (3) Education and training to 
make use of ERP system are frequently under 
estimated and are given less time due to schedule 
pressures. (4) The synergy demanded by cross-
functional business processes are not understood 
properly. 

There are competing measurement approaches 
and concepts coming from research literature and 
practice. Some factors that can be encountered in the 
literature: (1) User satisfaction (Al-Mashari, 2003); 
(Anget, 1995; 2002); (Mandal, 2002); (Yusuf, 

2004). (2) Intended business performance 
improvements (Al-Mashari, 2003); (Hong, 2002); 
(Mandal, 2002); (Markus et al., 2000); (Yusuf, 
2004). (3) On time (Al-Mashari, 2003); (Hong and 
Kim, 2002); (Malbert, 2003). (4) Within budget (Al-
Mashari, 2003); (Hong 2002); (Malbert, 2003). (5) 
System acceptance and usage (Ang, 1995; 2002); 
(Yusuf, 2004). (6) Predetermined corporate goals 
(Al-Mashari, 2003); (Umble, 2003); (Yusuf, 2004). 

4 PHASES OF ERP 
INTRODUCTION 

The reason why a decision may have been made to 
replace an operational system by an ERP solution 
can be concluded from several basic causes. One of 
the origins for such a decision is that the enterprise 
would like to save or strengthen its market position 
through acquisitions or internal growth. The IT/IS 
system can be adjusted to these changes flexibly if 
there is a “quantum leap” in IS service quality by 
introducing an ERP system considered as a “best 
practice” in the industry sector. The other important 
factor is the competition on the market. Beside the 
market competition there are other coercive 
requirements to optimize and to increase 
performance in enterprise governance and 
information processing. 

The samples coming out of practice demonstrate 
that the introduction and application of ERP is a 
longstanding process (Feuchtinger, 2008).There is a 
seven phase model for ERP introduction: proposal 
for changeover, analysis, conceptual plan, short 
listing the potential solutions, selection process, 
decision for the designated one, and project closure 
(Zimmermann, 2010). 

4.1 Modernization of Operational 
System 

The companies frequently encounter a decision 
situation how they can modernize existing data 
processing system. There are three different ways: 
development, package procurement and renting or 
leasing the ERP services. 

At the beginning it is difficult to decide whether 
a program package as COTS (Commercial off-the-
shelf) should be procured or a vendor should be 
found to develop a customized solution and who can 
adapt its basic system to the company’s requirement. 
The decision is hard as the package solution cannot 
cover all business processes at the enterprise. A 
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developed system may comply with requirements 
and it can be tailor made for specific business 
processes; however it requires more resources 
(Ayağ, 2007). 

Before the decision between the package solution 
and development, an analysis should be carried out 
on potential solutions then after the analysis a 
management decision could be made.  

The third opportunity is renting or paying a fee 
for all or some services of an ERP system. Most 
recently, the ASP (Application Service Providing) 
is an appropriate, cost-effective solution for micro 
and small enterprises. The software as a service can 
be accessed through the Cloud Computing. 

4.2 Decision Making on the 
Introduction of an ERP Solution 

The question emerges whether what the factors are 
that lead companies to consider replacing the 
operational legacy system fully or partially with a 
new information system.  

A Hungarian Ltd. decided to adopt an ERP 
(ProFinance™) system, their justification contained 
three items on the grounds of the underdeveloped, 
legacy information processing system: (1) The 
rapidly developing enterprise owned old, legacy 
information processing system that did not cover all 
business processes. For this reason, the introduction 
and implementation of a more modern enterprise 
management system became the must. (2) In the 
region, the other, concurrent companies have 
adopted and will have implemented various 
management systems gaining competitive 
advantage. (3) There is intention to develop and to 
extend the retail branch of the enterprise. For this 
reason, the new information system should have a 
steady and reliable on-line connection between the 
retail shops and the wholesale units. 

A company from Netherland had an AS/400 
based system named TOTICS and had operated for 
20 years. The question “Whether does the company 
need a new information system and if the answer yes 
then why?” has been responded as it follows: (1)The 
new system is pre-condition to realize the business 
strategy plan; (2) The new IS provides higher 
reliability and service level for customers; (3) 
Within the business group, the objective is to 
increase efficiency and to make more transparent the 
business processes; (4) The system should support 
the business planning and consequently the cost-
efficiency and serving the consumers; (5) The new 
IS creates the opportunity for an integrated system. 
(Tóth, 2008). 

The subsidiary of a multinational oil company in 
Hungary used to employ JDE (J.D. Edwards) ERP 
system. The company has roughly 100 subsidiaries 
world-wide and they had applied a wide variety of 
ERP systems. The company decided to eliminate the 
heterogeneity of systems. The enterprises wanted 
one integrated solution. Considering the 
opportunities, the top management of multinational 
company made the decision for a project called 
Global SAP, GSAP project (Kulcsár, 2008). The 
Dutch company settled to introduce SAP R/3 as 
well.  

In one of our empirical research, we have met the 
following approach (ELTE, 2010); (Molnár, 2011): 
some business administration functions are 
centralized at some regional headquarters as e.g. 
invoice processing and payment. The customization 
primarily meant specific parameters that reflect the 
country specific legal environment. Consequently, a 
business function is covered totally by a single ERP 
module introduced during the changeover.  

4.3 Objectives of ERP Selection and 
Practical Approaches 

The difficulties in selection of ERP system did not 
originate from the fact that too few ERP systems is 
available on market, in spite of it there are multitude 
of ERP systems. There are hundred vendors beside 
the major players in Germany (Grandjean, 2010). 
The primary vendor selection could be based on the 
market position within the specific ERP sector. 
(Meyer, 2011).  

The investigation of potential ERP solution 
should take into account business and financial 
consideration beside the information technology 
viewpoints (e.g. software and programming 
environment, information system function etc.). A 
Hungarian Ltd. had as selection goals for ERP the 
following criteria: (1) The system supplier should be 
a domestic vendor, the vendor should commit itself 
for satisfying the users’ request for change; (2) User 
friendly system, easy handling of user interface and 
ability for customization; (3) Capability for 
integration and interoperation with other systems; 
(4) The IT stability of IS should be high. (Csete, 
2008) 

4.4 Business Case 

One of the major objectives during ERP selection is 
to mitigate the risks inherent in the selection process. 
Besides the business and technical criteria and risks 
there are financial ones too. Evaluation methods 
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include Net-Present-Value, Cost–Benefit Analysis, 
Payback, Return on Investment, etc. To assess the 
financial parameters one of the analysis models is 
the ROI (Return on Investment) that can be applied. 

There is an elaborated method that consists of 
several hundred questions. However, the extensive 
questionnaire does not solve the problem deriving 
from lack of information at stakeholders. There is a 
dearth of reliable information on the following 
subjects (Gronau, 2010): (1) Knowledge of the 
actual functions within the ERP system; (2) The 
applied software and –generally – information 
technology; (3) The market position, the economic 
capability, viability of the potential vendor; (4) The 
comprehensive view of the alternative, competing 
solutions existing on market; (5) The potential 
improvement of information processing; (6) The 
comparative analysis of references for alternative 
solutions and their implemented instances. ROI is a 
good compromise for assessing the financial risks of 
an ERP adaption process and other socio-technical 
viewpoints. (Lindemann, 2007). 

The comparison of the potential alternatives as 
procuring, renting, leasing or paying per usage for 
services through Cloud Computing can be carried 
out by TCO approaches. At a Hungarian Ltd. the 
TCO model was employed to analyze the costs for 
introduction and operation (Csete, 2008). 

4.5 Soft Criteria for Selection 

Besides the service quality and financial criteria, 
there are lots of other objectives that should be taken 
into account during the selection process. The 
compliance to the requirements of the company is 
one of the most important criteria. To clarify and to 
define accurately the compliance criteria, a business 
process modeling exercise should be carried out to 
discover and to map the whole business process that 
will be involved in the ERP introduction. To explore 
the discrepancies between the existing processes and 
the processes of potential ERP systems, a gap 
analysis should be performed. T 

The new ERP system may fulfill the recent 
requirements; however the ERP system should be 
prepared for future demands (Lotto, 2006). The 
stability of information systems means the 
adaptability to changes of technology, business 
processes and business environment. 

The experiences shows that if the set of functions 
to be automated is minimized for several reasons – 
financial, compliance, project timing, resources etc. 
– then later on, the enhancement and evolutionary 
development to react to the changing environment 

may cause extra costs and other operational 
difficulties as against of maximization of set of 
functions for automation (Grandjean, 2010).  

The flexibility of ERP systems is a success 
criterion within the corporate and SME world 
(Feuchtinger, 2008). In this context, the flexibility is 
an overarching concept that involves the 
simultaneous use of various languages carrying out 
even the same task, at the same time, furthermore 
adaptation to the changing business and market 
environment. The top management at the center of 
enterprises has various opportunities to find a 
satisfactory solution among the potential ERP 
systems (ELTE, 2010); (Molnár, 2011). The 
concrete implementation is situated in the 
centralization-decentralization continuum - both 
horizontally and vertically according to the 
Zachmann architecture - to provide the support that 
is required the top management of enterprises. 

Other uncertainty factor is the structure of 
business processes and organization and the 
capability for adjustment to the processes provided 
by an ERP system. The ERP system adaptation and 
transformation of business processes has as outcome 
a solid market position. The ERP system adaptation 
may have as a side-effect stronger market position, 
efficient internal business processes and a profound 
transformation of whole activities in the enterprise.  

On selecting an EPR system to support 
globalized business activities, so-called country 
specific features should be taken into account. Such 
features include as follows: Custom and excise 
handling; Tax, revenue handling; Commercial code; 
Financial and cost accounting; Banking, rules for 
bank accounts; Local legal environment, 
jurisdiction. 

The potential ERP system may or may not 
contain the above listed, country specific features. 
The required customization needs extra 
implementation effort generally.  

Some examples for the difficulties that occurred 
(Contini, 2010): Country specific, compulsory Chart 
of Account (Belgium); Accounting the transfer 
prices (Brazil); Handling and accounting the billing 
credit (Bulgaria); Country specific Payroll (Chile). 

5 FUTURE RESEARCH 
DIRECTIONS 

The future research should deal with the changing IT 
environment, especially the proliferation of Cloud 
Computing, the Software as a Service (SaaS), the 
application as a service, namely the ERP system 
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Table 1: Factors effect on ERP implementation. 

Factors effect on ERP 
implementation Occurence in case studies 

 weak positive 
impact 

average positive 
impact 

strong positive 
impact Neutral average negative 

impact 
weak negative 

impact 
strong negative 

impact 
Top management support 8 5 6 6 2 3 3 
Company-wide support 8 5 4 4 4 4 4 
Business process 
reengineering 1 2 6 6 6 6 6 

Effective project 
management 7 7 7 3 3 3 3 

Organizational culture 1 2 4 4 9 6 7 
Education and training 2 7 12 3 3 3 3 
User involvement 1 2 6 6 6 6 6 
User characteristics 2 3 7 3 3 7 8 
ERP software suitability 8 8 12 2 1 1 1 
Information quality 8 8 12 2 1 1 1 
System quality 8 8 12 2 1 1 1 
ERP vendor quality 2 8 12 7 1 2 1 
Total : 56 65 100 48 40 43 44 

 
services. in this situation, it will be worth 
investigating how the notion of asp (application 
service provider) changes and what the particular 
features may have regarding the erp services. 

6 CONCLUSIONS 

The multiple case studies and financial analysis 
models presented in this paper provide assistance for 
the decision making processes at enterprises where 
the changeover issue is reviewed. 

The results of research can be summarized in a 
table as a conclusion (Table 1). The assessment of 
each single factor (Table 1.) is grounded in working 
up the in-depth interviews, BSc. / MSc theses and 
other reports, overall 40 companies were involved in 
the research. 

The project management during implementation 
and introduction typically followed the traditional 
pattern, the disciplined project controlling and 
efficient team organization was a pre-condition of 
success. The commitment from the top management 
considered generally a crucial aspect along with a 
comprehensive support from personnel of the 
organization.  

The result of re-engineering is evaluated by 
stakeholders with mixed feelings. Nevertheless, the 
education and training is regarded as having positive 
influences on the final success of ERP 
implementation. The user characteristics and 
education are intimately related so that the technical 
and business skill of staff contributes to the success 
of projects. The high level of information quality at 
the customer organization makes easier the 
introduction of ERP system as the organization has 

been already accustomed to provide accurate, 
timely, reliable and consistent data. 

The ERP vendor quality appears in the form of 
services that are provided together with ERP system 
implementation and long-term operation. These 
services includes response time of help desk; 
knowledgeable consultants with experiences in both 
enterprise’s business processes and information 
technology including vendor’s ERP system. The 
participation and support of vendor’s consultant in 
implementation and introduction is a significant 
factor. The services provided by consultants can be 
characterized by the level of knowledge in both 
customer’s business processes and functions of the 
particular ERP system.  
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Abstract: Researchers have long been seeking the most suitable formalism and method to build models of dynamic
systems for diagnostic tasks. In this paper, we claim that the main difficulty stems from the lack of global
formalism capable of taking into account structural, functional and behavioral knowledge. To illustrate this
point, we propose a comparison between two modeling approaches.

1 INTRODUCTION

In the last two decades model-based diagnosis has
been an important area of research in which numerous
new methodologies and formalisms have been pro-
posed, studied and subjected to experiments (Con-
sole et al., 2000) and (Le Goc et al., 2008). This
is motivated by the practical need for ensuring the
correct and safe operation of large complex systems.
Since (Reiter, 1987), most of frameworks have been
based on logic formalism. Despite major contribu-
tions in the domain of temporal logic, a difficulty re-
mains in taking observation time into account in di-
agnosis reasoning. Therefore many works have been
proposed to define more or less specific formalisms
to overcome this limit to the logical representation
of timed knowledge, such as the discrete event sys-
tem (D.E.S) formalism and the multi-modeling ap-
proach of (Chittaro et al., 1993). Moreover, these
approaches have seldom been used in the context of
diagnosis. More recently, PEPA formalism (Perfor-
mance Evaluation Process Algebra) (Console et al.,
2000) and the TOM4D methodology (Timed Obser-
vation Modeling for Diagnosis) (Le Goc et al., 2008)
have been proposed to provide expressive languages
to enable efficient modeling of dynamic systems for
diagnosis, comprising a component centered model-
ing paradigm.

The goal of this paper is to bridge research into
process algebras and timed observation modeling
(Le Goc et al., 2008) by providing a comparison be-
tween PEPA and TOM4D. This comparison is per-
formed with a concrete example(Section 2).

2 A HYDRAULIC SYSTEM

The dynamic system studied in (Console et al., 2000)
is described in Figure 1. We use this example to com-
pare PEPA and TOM4D.

Figure 1: Hydraulic system of (Console et al., 2000).

” The system is formed by a pump P which deliv-
ers water to a tank TA via a pipe PI; another tank CO
is used as a collector for water that may leak from the
pipe. For the sake of simplicity, we assume that the
pump is always on and supplied with water. Pump P
has three modes of behavior: OK (the pump produces
a normal output flow), leaking (it produces a low out-
put flow), and blocked (no output flow). Pipe PI can
be OK (delivering the water it receives from the pump
to the tank) or leaking (in this case we assume that
it delivers a low output to the tank a when receiving
a normal or low input, and no output when receiving
no input). Tanks TA and CO are always in OK mode,
i.e., they simply receive water. We assume that three
sensors are available (see the eyes in Figure 1): flowp
measures the flow from the pump, which can be nor-
mal (nrmp), low (lowp), or zero (zrop); levelTA mea-
sures the level of the water in TA, which can be normal
(mta), low (lowta), or zero (zrota ); levelco records the
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presence of water in CO, which can be either present
(preco) or absent (absco)”.

3 PEPA MODEL

The PEPA model is based on classical process alge-
bras enhanced with timed information. Process al-
gebras are abstract languages based on a component
oriented approach (Console et al., 2000) where each
component is modeled in isolation and then each of
the models of the components is composed using the
operators provided by the calculation in order to ob-
tain the entire model. In PEPA, the model of a physi-
cal system is usually divided into two parts: A behav-
ioral model(BM) and a structural model(SM).

3.1 Structural Model

SM describes the structure of the system in terms of
its components. Each component is represented as an
instantiation of generic model. In the example stud-
ied (cf. Figure 1), four generic behaviors are defined:
the ”P” behavior (Pump), the ”PI” behavior (Pipe),
the ”TA” behavior (TA tank) and the ”CO” behavior
(CO tank); also four component instances can be de-
clared: P(1) : P; PI(1) : PI; TA(1) : TA; CO(1) : CO.
P(1) : P means that the component P(1) is an instance
of a component whose behavior is P. The connection
between them is ensured by the cooperation operator
./
Li

where the sets Li define the activities on which the

components must cooperate. Equation SD1 describes
the SM of the hydraulic system. The SM of the exam-
ple is:

SD1
de f
= (P(1) ./

L1[fendg
(PI(1) ./

L2[fendg
(TA(1) ./

fendg

CO(1)) )
where L1 = fnrmp, lowp, zropg, L2 = fnrm1, low1,
zro1, abs2, pre2g, H = fnrm0, nrm1, low1, zro1, abs2,
pre2g. The TA(1) tank, for example, cooperates with
the CO(1) tank with the ”end”

3.2 Behaviour Model

The behavior of each component type is described
as a nondeterministic choice between the various
modes. For example, the BM of the pipe is the
following: PI = PIok1 + PIlk1 + End;
PIok1 = nrmp.PIok2 + lowp.PIok3 + zrop.PIok4 ;
PIok2 = nrm1.abs2.PI ;
PIok3 = low1.abs2.PI;
PIok4 = zro1.abs2.PI;
PIlk1 = nrmp.PIlk2 + lowp.PIlk2 + zrop.PIlk3;

PIlk2 =low1.pre2.PI; PIlk3 = zro1.abs2.PI;
End = end.End

For each behavior, a set of equations is defined
to specify the relations between the component vari-
ables. In particular, the actions of PEPA are used
to express conditions on input, output and state vari-
ables. PI = PIok1 + PIlk1 + End means that the com-
ponent PI may either be in OK behavior (PIok1) or
in leaking behavior (PIlk1). The additional identifier
End allows the component to evolve into a final state.

4 TOM4D MODEL

TOM4D is a multi-model approach that combines
CommonKads templates with the conceptual frame-
work proposed in (Zanni et al., 2006) and the tetrahe-
dron of states (T.O.S), (Chittaro et al., 1993). These
elements are merged according to the Timed Obser-
vations Theory (cf Figure 2 more details in (Le Goc,
2006)). In this theory, it is usual to define an observa-
tion class Ci=f(xi, di

j)g as a singleton to associate one
variable xi with a constant di

j. The concept of obser-
vation class is close to the notion of discrete event in
the D.E.S domain. Figure 3 describes the three main
steps of the TOM4D modeling process: The Knowl-
edge Interpretation step uses a CommonKADS tem-
plate to interpret and organize available knowledge
(an expert, a set of documents, etc.) of a dynamic
system.

Figure 2: Timed Observation Theory: abstract.

The scenario model M(w)= < SM(w), FM(w),
BM(w)> of the system is consistent with knowledge
available on its evolution over time. This model
is necessary to provide, by using the tetrahedron of
states, a physical and a logical interpretation of the
terms used (variables, constants, etc.). In the exam-
ple studied two physical dimensions are given for the
variables: volume (m3) and flows of water (m3.s�1)
(leaking and normal output). This leads to using the
Hydraulic T.O.S. where no pressure (Pr), no resistiv-
ity (R) or pressure moment (Pp) are evoked in the
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Figure 3: TOM4D Modeling Process.

available knowledge. Thus it is easy to design an ab-
stract generic hydraulic component forming a relation
between an input flow Qi(t), an internal volume V (t)
and two output flows, a normal output flow Qs(t) and
an uncontrolled output flow Q f (t) (Figure 4a). Such a
component is generic because it can be used to model
all the components of the system.

4.1 Perception Model: PM

The abstract generic hydraulic component is sufficient
to define the role of each variable of the system and
the associated concrete components.

Table 1 shows the component-variable-value as-
sociation that can be made according to the abstract
generic hydraulic component.

Table 1: component-variable-value association.

COMPS X dimen- Action D

sion (PEPA)
c1 x7 V nrm0, low0,zro0 2,1,0

x1 Qs nrmp,lowp,zrop 2,1,0
c2 x6 V nrmpi,lowpi,zropi 2,1,0

x4 Qs nrm1,low1,zro1 2,1,0
x5 Q f pres2,abs2 1,2

c3 x2 V nrmTAlowTA,zroTA 2,1,0
c4 x3 V presCO, absCO 1,2

4.2 Structural Model

A TOM4D structural model SM(P(t)) is a 3-tuple <
COMPS;Rp;Rx > (cf. Figure 4) where:

� COMPS=fc1, c2, c3, c4g is the finite set of con-
stants denoting the system components,

� Rp is a set of equality predicates defin-
ing the interconnections between the compo-
nents. Rp=fout(c1)=in(c2), out1(c2)=in(c3),
out2(c2)=in(c4)g

� Rx is a set of equality predicates linking each vari-
able. Rx=f out(c1)=x1, out(c3)=x2, out(c4)=x3,
out1(c2)=x4, out2(c2)=x5g.

Figure 4: Structural Model SM(P(t)).

4.3 Behavioral Model

The behavior model BM(P(t)) is a 3-tuple < S;C;g >
where S = fsigi=1:::l is a set of states (s0 for example
corresponds on x6=0 ^ x4=0 ^ x5=1), C is a set of
timed observation classes Ci=f(xi, di

jg (C6
1 = f(x6,0)g

for example) and g: S � C ! S is the state transi-
tion function that implements the state evolution in
the system modeled (i.e. g(s1;C6

3) = s2).

Figure 5: Behavioral Model of the Pipe.

The ok and leaking PEPA modes of the pipe cor-
respond to the grey and black states in Figure 5, re-
spectively.

4.4 Functional Model: FM

A functional model FM is a 3-tuple < D, F , R f >
where D is the set of values assumable by the differ-
ent variables (Dx1= f2, 1, 0g for example), F is a set of
functions (The result of the T.o.S and structural model
denotes 7 functions ) and R f is a set of equality pred-
icates defining a variable as a function of the others.
The graph of FM(P(t)) is shown in figure 6).
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Figure 6: Functional Model of the hydraulic system.

5 DISCUSSION AND
CONCLUSIONS

The example studied shows that the TOM4D struc-
tural model plays the same role as the declaration of
generic component instances, the connection equa-
tions and the activities declaration in PEPA formal-
ism.

The functional TOM4D models play the same role
as the so called ”behavioral” model of components in
Reiter’s theory. There is no equivalent in PEPA be-
cause the process algebras are centered with the de-
scription of the behavioral properties of the connected
components. In this perspective, the value of a vari-
able at a particular time depends on the different ac-
tivities at work in the process. Consequently, the FM
cannot be modelled in the modeling process.

Process algebras define the set of states through
a set of symbols corresponding to an expert’s lan-
guage items, contrary to TOM4D where the states
are anonymous: their meanings are provided with the
value of the whole set of variables used when the sys-
tem enters a state. The set of PEPA actions plays the
same role as the set of timed observation classes and
the behavior definition is similar to the set of transi-
tion relations of the TOM4D behavioral models. Such
a behavioral model is not covered by Reiter’s theory.
In other words, a diagnosis model built according to
Reiter’s theory is formulated with a structural model
and a functional model in the TOM4D meaning. A di-
agnosis model built according to PEPA is formulated
with a structural model and a behavioral model.

On the other hand, the TOM4D methodology
obliges the experts to define the way they ”see” the
system in order to model in terms of perception.
There is no equivalent in PEPA because it consid-
ers the diagnosis model as a consequence of both the
system structure and the behavior of its components.
This was one of the reason for proposing TOM4D.

An important property of the TOM4D methodol-
ogy is the use of T.O.S. T.O.S. facilitates the introduc-
tion of a physical interpretation to model behaviors
having a physical meaning.

From the technical viewpoint, the PEPA model is
more compact than TOM4D models. A compact rep-
resentation is an advantage for the modeler since the

lower the number of symbols there are to be defined,
the better the model will be.

One the advantages of TOM4D is precisely that
its makes explicit the different relations between the
terms used by an expert to formulate their knowledge
(variable, value, state transition condition, etc). In
other words, TOM4D obliges experts to clarify their
knowledge when analyzing the system to be modeled
according to four points of view: perception, struc-
ture, function and behavior. From this standpoint,
the graphical representations of TOM4D models are
clearly an advantage for interpreting and validating
them.

Finally, TOM4D methodology provides concepts
and tools to help the modeler to define the correct
level of abstraction for efficient diagnosis. The ex-
periments we performed with TOM4D methodology
show that this level of abstraction corresponds to that
used by an expert to formulate their knowledge of di-
agnoses applied to dynamic systems.

We are now investigating these approaches to
characterize the properties of their diagnosis algo-
rithms (computational and pertinence properties).
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Abstract: It is now common practice to address queries to Distributed Heterogeneous Information Systems (DHIS).
In such a setting, the issue of query optimization becomes crucial, and more complex than in centralized
homogeneous approaches. Indeed, the optimization processing must be as flexible as possible so as to apply to
different database models, and integrate different cost models. In this paper, we present a generic framework
for query optimization in the context of DHISs, with the goalof facilitating the implementation ofefficient
query optimizers. To this end, we identify all necessary components for building such a query optimizer and
we define the basic functions that have to be implemented. Moreover, we report on experiments showing that
our approach allows for an efficient query optimization in the context of DHISs.

1 INTRODUCTION

It is well known that one of the main features of re-
lational database systems is to allow forquery opti-
mization. When optimizing a queryQ, Q is first trans-
formed into an initial execution plan, which is then
transformed into other equivalent plans using trans-
formation rules. These candidate plans form a search
space that is explored by the query optimizer module
in order to find an optimized execution plan (i.e., an
execution plan having a lower execution cost). As the
size of the search space is generally huge, a search
strategy is used to efficiently find such an optimized
execution plan. Query optimization processing in a
given database is based on the following information:

• Meta-data Model: database schema, data loca-
tion, data accessibility, etc.

• Data and Query Model: relational, object ori-
ented, semi-structured, services, etc.

• Optimization Goals: minimize runtime, mini-
mize money cost, minimize the access to net-
works, etc.

• A Search Strategy:exhaustive, incremental, ge-
netic, dynamic, etc.

When queries are addressed to a single database for
which the information above is known in advance,
query optimization allows for efficiently minimizing

the computation cost. However, it is well known that
changing a piece of the information mentioned above
requires significant efforts in source code writing.

On the other hand it is now common practice to
address queries to Distributed Heterogeneous Infor-
mation Systems (DHIS). In this setting, the evalua-
tion of a given query requires accessing different het-
erogeneous data sources, and so, query optimization
becomes more complex. Indeed, in a DHIS, the opti-
mization processing must be as flexible as possible so
as to (1) consider databases located in different sites,
(2) apply to different data models, and (3) integrate
different cost models. The contribution of this paper
is to propose ageneric frameworkfor integrating vari-
ous optimization techniques in order to build efficient
optimizers in the context of DHISs. In this frame-
work, we consider the following components:

• Plug-in modules dealing with meta-data, data
models, queries, search strategies and transforma-
tion rules, respectively.

• Basic functions for an easy and efficient imple-
mentation of search strategies.

We have implemented our generic framework, and the
experiments reported in this paper show that our ap-
proach offers the necessaryflexibility when designing
efficientquery optimizers for DHISs. More precisely,
we show that, by using our approach:

1. the number of code lines for implementing a new
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strategy or designing a new optimizer is drasti-
cally reduced, as compared with an implementa-
tion from scratch;

2. the generated optimized execution plan reduces
the processing time by 28 times.

The paper is organized as follows: In Section 2 we
describe our generic framework, in Section 3, we re-
port on experiments, in Section 4, we overview re-
lated work, and in Section 5, we conclude the paper
and offer research directions for future research.

2 THE GENERIC FRAMEWORK

Figure 1 shows the main components of our generic
framework, namely:

1. Source Description, such as data schema, source
location, cost model, etc.

2. Transformation Rules, used to transform an ex-
ecution plan into another equivalent execution
plan.

3. A Collection of Search Strategies, which are meta-
heuristic algorithms used for optimization.

4. A Toolbox of Five Basic Functions, implemented
only onceand reused to combine optimization
processes for different search strategies.

Candidate
Execution
Plan

Initial
Execution
Plan

Sources
Description

Optimized
Execution
Plan

Search of

Search space

Optimal Plan

Optimizer

Transformation
rules

Search

Strategy

calculateCost

Toolbox

annotate

applyRules

extractRules
updateRuleWeight

Query

result

Figure 1: The main components of our framework.

2.1 Generating Execution Plans

We implemented a description module called GSD
(standing forGeneric Source Descriptionand for-
merly called TGV in (Dang-Ngoc and Travers, 2007))
for annotating any kind of information about data
sources. However, any module collecting data source
information can be used, as long as it implements the
following function, taking an execution plan as input
and returning the annotated execution plan:

annotate(execplan)→ annotatedexecplan

Given an annotated execution plan, the optimizer
should be able to calculate the cost of this execution

plan. In our generic framework, this step is achieved
through a call to the following function:

calculateCost(execplan)→ costvalue

Clearly, the implementation of this function depends
on the characteristics of the data source where the ex-
ecution plan is to be run. This information is provided
by the annotation returned by theannotate function.

On the other hand, in order to generate a new ex-
ecution plan from a given one,transformation rules
are applied. Usually, the following kinds of transfor-
mation rules are considered: (1) Logical rules, that
reflect basic properties of the underlying algebra; (2)
Physical rules that specify the best way a given opera-
tion can be computed; (3) User defined rules, such as
specific commutation rules.

In our generic framework, such a rule manager is
implemented through the following two functions:

extractRules(execplan)→ setof rules
applyRule(rule, execplan)→ execplan

A call to the functionextractRules for a given exe-
cution plan generates all rules that can be applied for
transforming this execution plan into another one. On
the other hand, a call to the functionapplyRule, for
a given rule and a given execution plan, applies the
given rule to generate a new execution plan.

We emphasize that these four functions donotde-
pend on the optimization strategy. Therefore, they are
implemented only once for a fixed DHIS, and chang-
ing the optimization strategy doesnot require any ad-
ditional implementation work in this respect.

2.2 Search Strategy

We recall that, in order to avoid searching thewhole
set of execution plans of a given query, search strate-
gies are used. These strategies are based on well
known algorithms such as Dynamic Programming
(Selinger et al., 1979), Simulated Annealing (Kirk-
patrick et al., 1987), or Genetic Algorithm (Goldberg,
1989). Of course each strategy has its own character-
istics, and thus, changing from one search strategy to
another requires some implementation work.

However, in our generic framework, only the fol-
lowing three functions have to be reconsidered when
changing the strategy:

chooseRules(execplan, integer)→ setof rules
updateRuleWeight(rule)→ value
getOptimizedPlan(execplan)→ execplan

The function chooseRules returns a set of rules
(whose cardinality is the value of the second param-
eter) chosen from the set of rules returned by a call
to extractRules. These rules are applied to the cur-
rent execution plan, to generate new execution plans
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whose costs are computed using the functioncalcu-
lateCost. Finally, the functiongetOptimizedPlan al-
lows to compute the execution plan with lowest cost,
using a given search strategy.

3 EXPERIMENTS

We now present experimental results on the devel-
opment of our generic framework. The consid-
ered DHIS contains 12 distributed heterogeneous data
sources (relational, xml, object-relational and Web
service), and we have chosen typical queries with
inter-site binary operators to be optimized.

Search strategies are compared in the following
two respects: We first compare their quality with re-
spect to theabsolute optimalplan obtained by search-
ing the whole search space, and second, we compare
the runtimes needed by each search strategy for the
computation of its output optimized execution plan.
Figure 2 shows the comparison of various search
strategies: Simulating Annealing, Genetic Algorithm,
Incremental (Nahar et al., 1986), Dynamic Program-
ming (Selinger et al., 1979), Random (Swami, 1989)
and Ant Colony (A. Colorni, 1991).

Figure 2: Quality of optimization strategies.

For queries with 10, 15 and 20 inter-site operators,
we compare the quality of execution plans found by
each strategy with the absolute optimal. We can see
that for most strategies, the optimized execution plan
is very close to the absolute optimal execution plan.

Figure 3 shows that the time spent for finding the
optimized plan increases almost linearly with respect
to the complexity of the query being optimized. It can
also be seen that the average time for computing the
optimized execution plan is in the order of 2 seconds,
whereas we found that computing the absolute opti-
mal execution plan takes about 2 minutes in average.
This clearly shows that any search strategy is much
more efficient than the exhaustive strategy.

Figure 3: Runtime for the computation of the optimal plan.

We also note from Figure 3 that the Incremen-
tal strategy is the most efficient in terms of runtime,
whereas the other strategies show similar and accept-
able performance. However, Figure 2 shows that,
among all other strategies, the efficiency of the Incre-
mental strategy is obtained at the cost of computing
the worst execution plan, in terms of quality. More
generally, our experiments have shown that the run-
time of the optimized execution plan is reduced by
up to 28 times, as compared with the runtime of the
non optimized initial execution plan. We refer to (Liu,
2011) for more details in this respect.

Regarding now the efforts in coding search strate-
gies, we recall that applying a new search strategy
only requires to modify the implementation of two the
functionsgetOptimizedPlan and chooseRules. Our
experiments show that the Exhaustive search strat-
egy can be implemented with about 260 lines of Java
code. Knowing that the total number of code lines
of the whole implementation of the query optimizer
is 5000, implementing the Exhaustive search strategy
represents only 5.2% of these 5000 lines.

Assuming that the query optimizer has already
been implemented using the Exhaustive strategy,
changing from the Exhaustive search strategy to the
Incremental search strategy requires to replace the
260 code lines of the Exhaustive strategy with the 280
code lines for implementing the Incremental strat-
egy. This represents only 5.2% of the 5000 code lines
of the whole implementation. This example clearly
shows that our generic framework is flexible enough
to allow query optimization in various environments.

4 RELATED WORK

Although search strategies are the core component of
query optimization, most mediation systems use ex-
haustive search strategies on a portion of the search
space (System R* (Daniels et al., 1982), DIOM (Liu
and Pu, 1997), DISCO (Naacke et al., 1998), Garlic
(Roth et al., 1999)) or dynamic programming (Star-
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Burst (Haas et al., 1989), Garlic (Roth et al., 1999)).
In (Josifovski and Risch, 2002), the authors propose
an approach using the AMOSII mediator database
system, in which a given query is transformed into an
executable object algebraic execution plan. The opti-
mization process is based on built-in algebraic opera-
tors and a built-in cost model for local data.

Moreover, in (Josifovski and Risch, 2002), Dy-
namic Programming, Simulated Annealing, or Ran-
dom can be used as search strategies and so, this ap-
proach is the only system that offers the choice be-
tween different search strategies, as we do. How-
ever, the strategies proposed in (Josifovski and Risch,
2002) are hard-coded, which offers less flexibility
than in our approach.

We finally mention that, in (Stonebraker 2008),
the author stresses that database systems are now
more and more specialized (e.g. OLPT vs. OLAP
systems), and thus, that there is no hope in design-
ing efficient common optimization techniques for all
these systems. We therefore conclude that our ap-
proach of providing a generic framework for the inte-
gration of different optimization techniques can con-
tribute in the design ofefficientandflexiblequery op-
timizers in DHISs.

5 CONCLUSIONS

In this paper, we have proposed a generic framework
for query optimization in the context of DHISs. Our
framework is composed of a set of basic functions,
whose implementation takes into account all aspects
of query optimization such as transformation rule,
cost estimation, construction and annotation execu-
tion plans, and search strategy. The experimental re-
sults reported in this paper show the high flexibility of
our framework used to create or upgrade easily opti-
mizers with high performance. Moreover, our exper-
iments also show that using our generic framework
allows for significant gains of runtime.

Regarding future work, we plan to investigate the
following issues:(i) implementing a cache system in
order to optimize the cost computation of a given exe-
cution plan,(ii) consider cost models in the context of
cloud computing, and(iii ) incorporate multi-criteria
optimization techniques in our framework.
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Cergy-Pontoise, France. (French).

Naacke, H., Gardarin, G., and Tomasic, A. (1998). Lever-
aging mediator cost models with heterogeneous data
sources. InICDE, pages 351–360.

Nahar, S., Sahni, S., and Shragowitz, E. (1986). Simulated
annealing and combinatorial optimization. In23rd
Design Automation Conference.

Roth, M. T., Ozcan, F., and Haas, L. M. (1999). Cost models
do matter: Providing cost information for diverse data
sources in a federated system. InVLDB, pages 599–
610.

Selinger, P. G., Astrahan, M. M., Chamberlin, D. D., Lorie,
R. A., and Price., T. G. (1979). Access path selection
in a relational database management system. InACM
SIGMOD, pages 23–34.

Stonebraker, M. (2008). Technical perspective - One size
fits all: an idea whose time has come and gone.
CACM, 51(12):76.

Swami, A. (1989). Optimization of large join queries: Com-
bining heuristics and combinatorial techniques. In
ACM SIGMOD, pages 367–376.

ICEIS�2012�-�14th�International�Conference�on�Enterprise�Information�Systems

190



Proactive Monitoring of Moving Objects 

Fábio da Costa Albuquerque1,3, Ivanildo Barbosa1,2, Marco Antonio Casanova1,3, 
Marcelo Tílio Monteiro de Carvalho3 and Jose Antonio Macedo4 

1Departament of Informatics, PUC-Rio, Rio de Janeiro, Brazil 
2Department of Surveying Engineering, Military Institute of Engineering, Rio de Janeiro, Brazil 

3TecGraf, PUC-Rio, Rio de Janeiro, Brazil 
4Department of Computing, University of Ceará, Fortaleza, Brazil 

fcosta@tecgraf.puc-rio.br, {ibarbosa, casanova}@inf.puc-rio.br, tilio@tegraf.puc-rio.br, jose.macedo@lia.ufc.br 

Keywords: Moving Objects, Trajectory Analysis, Real-time Monitoring Systems, Web-based Applications. 

Abstract: Positioning systems, combined with inexpensive communication technologies, open interesting possibilities 
to implement real-time applications that monitor moving objects and that support decision making. This 
paper first discusses basic requirements for proactive real-time monitoring applications. Then, it proposes an 
architecture to deploy applications that monitor moving objects, are pro-active, explore trajectory semantics 
and are sensitive to environment dynamics. The central argument is that proactive monitoring based on 
process models, such as workflows, is a promising strategy to enhance applications that control moving 
objects. Finally, to validate the proposed architecture, the paper presents a prototype application to monitor 
a fleet of trucks. The application uses workflows to model truck trips and features a module to extract data 
from the Web which helps detect changes on road conditions. 

1 INTRODUCTION 

Positioning systems, combined with inexpensive 
communication technologies, open interesting 
possibilities to implement real-time applications that 
monitor moving objects and that support decision 
making. An example would be an application to 
monitor a fleet of tank trucks that distribute fuel to 
gas stations in an urban environment. Every trip is 
carefully planned to follow pre-defined routes, 
avoiding sensitive areas (such as school areas) and 
periods of the day or routes where the transportation 
of dangerous cargo is banned and to pro-actively re-
route the truck in case of traffic accidents and other 
events that might cause delays.  

We may classify such applications according to 
different perspectives. The application may use 
trajectory semantics, such as stopping at a point of 
interest, or the application may use just raw 
trajectory data, such as speed and direction. We cite 
Alvares (2011), Siqueira and Bogorny (2011) and 
Moreno, Times, Renso and Bogorny (2010) and as 
related works in trajectory semantics. 

A reactive application uses just the past behavior 
of the objects, as opposed to a proactive application 
that features models of the predicted (future) 

behavior of the objects and perhaps suggests 
alternative actions. Proactive computing is 
investigated in Tennenhouse (2000), which 
advocates a paradigm shift from human-centered to 
human-supervised computation. In his perspective, a 
system to be proactive must: (1) have a direct 
connection with the real world; (2) be able to 
execute actions in response to external stimuli; (3) 
execute actions faster than the human response. In 
other words, a system with proactive behavior must 
detect interesting situations before they happen and 
must be able to handle such situations without 
human supervision. 

Finally, the application may be sensitive to 
environment dynamics, meaning that it monitors the 
current state of the environment (or even estimates 
future states of the environment) where the object is 
moving to base its decisions. Environmental facts 
are considered when they directly affect the moving 
object behavior. By contrast, the application may be 
insensitive to environment dynamics, in the sense 
that it has just a static model of the environment 
(such as a road map) where the object is moving.    

In this paper, we first discuss basic requirements 
for proactive monitoring applications. Then, we 
propose an architecture for applications that monitor 
moving objects, are pro-active, explore trajectory 
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semantics and are sensitive to environment 
dynamics.  

To achieve proactive behavior, the proposed 
architecture includes models of the processes behind 
the moving objects. The prototype application uses 
workflows to model truck trips. To monitor moving 
objects, the architecture includes support for real-
time trajectory data stream processing. Finally, to 
account for trajectory semantics and support 
sensitivity to environment dynamics, the architecture 
features additional data sources, classified as 
(geospatial) static structured data sources (SSD 
sources) and dynamic structured data sources (DSD 
sources). The prototype application uses geospatial 
databases and georeferenced facts posted in feeds 
and tweets about the road conditions that may affect 
the predicted behavior of the trucks. 

The contributions of the paper are therefore 
threefold: a discussion of the basic requirements for 
proactive monitoring applications; a proposal for an 
architecture for such applications; and a prototype 
application to assess the proposed architecture. The 
central argument is that proactive monitoring based 
on process models, such as workflows, is a 
promising strategy to enhance applications that 
control moving objects. 

The rest of the paper is organized as follows. 
Section 2 describes a motivating scenario. Section 3 
discusses basic requirements for proactive 
monitoring. Section 4 introduces an architecture for 
proactive monitoring applications. Section 5 
presents a prototype application to validate the ideas. 
Section 6 discusses related work. Finally, Section 7 
contains the conclusions. 

2 A MOTIVATING APPLICATION 

Consider an application to monitor a fleet of 
delivery trucks, abstractly defined as follows. 

Each truck is modeled as a moving object M and 
each trip is described as a workflow WM that defines 
the customers to be serviced in the trip and the 
routes to be followed. Each step p of WM either 
represents delivering merchandize at a customer Cp 
located at place Lp, or moving from a place Op, 
called the origin of p, to a place Dp, called the 
destination of p, through a route Rp. 

For each moving object M, the system receives a 
data stream containing the date, time, geographic 
position and speed. The system transforms this raw 
data into meaningful events with the help of a 
geospatial database storing the location of points-of-
interest. 

The application monitors several trucks, sharing 
the same underlying road network and the same 
emergency workflows. A centralized application is 
desired to integrate the monitoring of the individual 
trucks, as well as of the events that affect the road 
network where the trucks move. The application also 
reduces human interference on the monitoring 
process to minimize failures due to fatigue. 

Consider now the problem of improving the 
truck monitoring application to become proactive 
and sensitive to the environment. 

Briefly, the first change in the application design 
is to use the truck delivery workflows to infer their 
future behavior. The second change is to detect 
anomalies in the conditions of the roads where the 
trucks are expected to drive in the next steps of their 
trips (defined by their workflows). As an example, 
the system may issue an alert to the driver to 
proceed more carefully (or even to take an alternate 
route) when detected that a vehicle, carrying a 
flammable load, is driving along a road with wet 
floor ahead.  

Finally, we note that we may describe similar 
scenarios related to other classes of moving vehicles, 
such as planes and ships. Workflows in this case will 
be abstractions for flight or sailing plans. 

3 PROPOSED ARCHITECTURE 

Figure 1 illustrates the proposed architecture. The 
Proative Central Monitor (PCM) is the core 
component that, as the name implies, coordinates the 
other components to pro-actively monitor moving 
objects. The Planning Manager (PM) stores and 
controls the workflows that model the behavior of 
the moving objects. The Application Databases 
contain auxiliary data such as names and addresses 
of customers, the road network, etc. The Moving 
Objects Monitor (MOM) sends to the PCM the 
structured data stream containing information 
relative to the real-time monitoring of moving 
objects: position, trajectory semantic data (i.e., 
interpreted trajectory data) and other signals from 
moving objects. The Mediators facilitate access to 
either dynamic or static external data sources. 

4 A PROTOTYPE APPLICATION 

This section outlines some of the features of a 
prototype application to monitor a fleet of delivery 
trucks, along the lines of the application presented in 
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Section 2. The prototype follows the architecture 
proposed in Section 4 and the discussion focuses on 
some aspects of the Dynamic Structured Data 
Mediator and the Proactive Central Monitor. 

 
Figure 1: General view of architecture proposal. 

4.1 Dynamic Structured Data Mediator 

Proactivity is two-fold: situations may be detected 
from past behavior of the object or from external 
agents that affect the application.  

Santos and Moreira (2010) propose an input for 
proactive computing by predicting the next step of 
moving objects based in its current location and road 
data. Previous moving object data is not used. The 
success of prediction may vary according to the 
scenario and variables.  

The second approach to proactivity is based on 
the extraction of relevant facts that potentially affect 
the future behavior of moving objects.  

The prototype implementation of the Dynamic 
Structured Data Mediator (DSDM) uses Twitter as 
the main dynamic structured data source. Similar 
applications were deployed by Carvalho, Sarmento 
and Rossetti (2010) and MacEachren et al. (2011). 
The prototype considers tweets from a predefined 
list of institutions, assessed as trustworthy sources, 
as well as from users related to the primary sources 
(e.g. followers).  

The implementation follows the second strategy 
listed in Section 4.2, that is, the DSDM is 
responsible for post-processing the results returned 
by the wrappers. As illustrated in Figure 2, the 
DSDM receives raw data containing text body, 
source, user, location (when available), number of 
re-tweets, hashtags and time stamp. It then filters 

tweets according to their creation date and keeps 
only the most recent ones. At the classification step, 
the DSDM selects only the text body and the source. 
It classifies tweets according to the occurrence of 
relevant facts in the text body (e.g. car crashes, 
floods and road blocks). After filtering the relevant 
tweets, the DSDM extracts the spatial reference for 
the reported fact, with the help of a street gazetteer 
stored in the SSDM. Finally, the DSDM transforms 
the extracted data into a predefined structure before 
sending the data to the PCM. 

4.2 Proactive Central Monitor 

The prototype implementation of the Proactive 
Central Monitor (PCM) processes facts and events it 
receives from the DSDM and the MOM as follows.  

For each moving object M, with workflow WM, 
the PCM uses the events the MOM sends to monitor 
the step c that WM is executing. It then simulates the 
steps of WM that may follow c, up to a certain depth, 
and collects the routes that M may traverse.  

Next, the PCM verifies if such routes are 
affected by a fact that the DSDM has already sent. If 
this is the case, the PCM warns the (human) 
controller or the driver, or both, that future steps 
planned for M may have to be changed or aborted.  

For simple facts, the PCM just generates 
warnings both to the controller and the driver, but it 
does not recommend that WM be necessarily 
changed. For example, a fact reporting heavy traffic 
in a route generates just a delay warning to the 
driver or even suggests an alternative route. 

However, some facts may imply restrictions to 
traffic, even if temporarily. In this case, the PCM 
recommends to the controller that WM be changed or 
aborted. The controller then invokes the route 
planning component (outside the scope of this paper) 
to create a new version of WM.  
The route planning component is prepared to create 
routes that consider a list of traffic restrictions 
(usually maximum load and maximum height 
permitted, forbidden cargo traffic hours, etc…).  

Finally, the PCM may also receive events from 
the MOM that represent incidents involving M (e.g. 
a mechanical problem with M). It then invokes 
workflows, stored in the TPL, to mitigate the 
incident and eventual damages to the environment 
(e.g. to clean up an oil spill). 
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Figure 2: Data flow of the DSDM. 

5 CONCLUSIONS 

In this paper, we first discussed basic requirements 
to achieve proactive monitoring of moving objects. 
Then, we proposed an architecture that meets the 
requirements. The first key point of the discussion is 
to model the process behind a moving object as a 
workflow to be able to infer future actions. The 
second key point is to monitor or even to predict 
changes in the environment by exploring dynamic 
data sources. 

Finally, we outlined some of the features of a 
prototype application to monitor a fleet of delivery 
trucks. In particular, the prototype uses Twitter as a 
viable dynamic data source to detect changes in the 
current road conditions, as well as to register future, 
planned changes that may affect the traffic in certain 
roads. 

We plan to improve the prototype application in 
several directions. In particular, we intend to explore 
a supervised strategy to address the problem of 
classifying facts extracted from tweets. We also plan 
to explore RSS feeds as a dynamic data source 
(Chen et al, 2007) and to automatically analyze Web 
site containing news and weather reports as a viable 
source of dynamic information. 
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Abstract: The most essential aspect of integrating web services to create mashups is determining parameter bindings 
for the connected requests. However, binding multiple parameters from a large and complicated xml tree is 
something that has not been discussed in the literature. In this paper, we presented a multi-parameter 
binding algorithm for repeated and nested xml trees. Moreover, we are interested in context-based 
parameter bindings, for scenarios where the user selects a certain context node. The proposed binding 
approach allows for the automatic integration of methods, even when the binding data is inside a repeated 
group or deep in the nested level. As a result, we can generate navigation menus depending on the contexts 
for the bound methods. In addition, we present a method for generating navigation codes (context menus) 
for the mashup views, using the parameter bindings. To demonstrate the usability of the proposed approach, 
we present an example of a course registration system. 

1 INTRODUCTION 

Service compositions and mashups have become one 
of the most important technologies in the 
development of new web applications and services. 
With the increasing availability of web services and 
the dynamic nature of these services, user-centric 
client-side mashups have attracted considerable 
attention (Pietschmann, 2010). On the other hand, a 
difficulty of client-side mashup pages is that they 
often have to interact with many services and 
resources. 

To support a dynamic service environment, it is 
necessary to support the automatic generation of 
codes from a given set of service methods. In 
addition, the design of the client mashup page 
navigation may be complicated when it comes to 
handling several service requests and responses. To 
support the generation of navigational code for a 
mashup page, this paper aims to detect possible 
service compositions for a method’s output data, as 
well as data bindings for the corresponding 
parameter passing. 

In a previous paper (Lee, 2010), we introduced 
the concept of parameter binding the process of 

deciding data elements for parameters of the next 
request. We also introduced the concept of repeat 
binding, i.e., deterministic binding for the current 
context of the repeated part of the output tree. 
However, evaluating bindings for a context node is 
challenging if the tree has a complicated and nested, 
repeated structure.  

This paper focuses on an algorithm for 
evaluating the parameter bindings of a nested, 
repeated structure xml tree. We introduce a top-
down binding approach, using xml schema 
definitions, for the static evaluation of all possible 
bindings. 

As an extension of the previous paper’s code 
generation system, we implemented context menu 
generation for the multiple parameter bindings of 
each output view. Our approach can identify a useful 
set of mashup menus for a given client page context, 
minimizing user interactions. To the best of our 
knowledge, previous studies have not considered 
user interface issues that arise from such 
compositions. 

This paper is organized as follows. Section 2 
discusses related studies and provides background. 
Section 3 describes our models and introduces the 
concept of repeated bindings. Section 4 presents 
proposed method for context dependent XML 
parameter bindings. Section 5 briefs the 

This work was supported by the GRRC program (GRRC
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Algorithm 1: Top-down computing of XML parameter bindings. 

 
 
 
 
1 
2 
3 
4 
5 

Input: Methods = [m1, m2, ..., mk]. 
params(mi) = [pi1, pi2, ..., pni], ni is the number of parameters of i-th method mi. 
RT: the repeat tree of the output type schema tree, root: the root node of RT. 

Output: parameter_bindings 
Procedure findAllParamsBindings(root): 

∀ 1 ≤ i ≤ k, 
Let btable[i] = [b1, b2, ..., bni], bj = null, 1 ≤ j ≤ ni. 
parameter_bindings(mi) = null. 

Call bind_repeat(root). 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 

Procedure bind_repeat(r): 
∀ mi ∈ Methods, let btable[i] = [b1, b2, .., bni] and binding of mi is not finished, 
∀ px  s.t. x-th parameter of mi where bx = null, 1 ≤ x ≤ ni,  

   ∃ tj ∈ direct_terminals(r), s.t. tj ~ px ,  
bx = (r, tj).  // r is the base current node of bindings(mi) 

If btable[i] is filled at this level, // binding is now finished, 
   for 1 ≤ x ≤ ni , let bx = (r', tj ), r≠ r' 

πi = a relative path of (r', tj ) from the current repeated node r, 
Let parameter_bindings(mi) ← add (r, [π1, π2, ..., πni]). 

If there is any method where binding is not finished, 
∀ r' ∈ repeat_child(r), 
    call bind_repeat(r'). 

 

Table 1: Binding tables on each repeated node of Figure 3. 

  r1 r2 r3 r4 r5 

m1 dpt O     
syear  O    

m2 dpt O     
ctype   O   

m3 dpt O     
lecture    O  

m4 user_id @st_id     
classcode    O  

m5 
dpt O     

lecturer    O  
day     O 

For the example of Figure 3, parameter bindings 
for methods m1 to m5 are as follows: 
- parameter_bindings(m1) = {(r2, [../../dpt, ./year])} 
- parameter_binding(m2)={(r3, [../../../dpt, ./ctype])} 
- parameter_bindings(m3) = {(r3, [./cname])} 
- parameter_bindings(m4)= {(r4, [../../../../dpt, ./lecturer])} 
- parameter_bindings(m5)={(r4, [@st_id, ./classcode])} 

Now, we are ready to present the parameter 
binding algorithms using the notations introduced 
thus far. 

Algorithm 1 traverses the xml schema tree from 
top to bottom, to identify the mapping of data 
elements for the parameters of methods in Methods. 
The algorithm visits repeated nodes through their 
parent-child relations (line 17), gathering the node 
paths that are matched to method parameters (line 
9). If the binding is completed at the repeated node r 
(line 11), then, r is the binding context base. Once 

we find the base context node of m, we evaluate the 
paths of the matched nodes (line 13) and parameter 
binding is completed for the method. The top down 
recursive call is continued while methods remain to 
be bound and while there are more descendants to 
visit.  

4.3 Generating Context Menus 

The parameter_bindings(m) refer to the parameters 
that are ready when the repeated node is bound. 
Therefore, the method m is callable when a user 
selects one of the repeated nodes. Context popup 
menus include all callable method requests for the 
selected context. Therefore, we need to compute all 
methods bound to a given repeated node from 
Methods, a set of available methods. Thus, we can 
define a set of callable methods for a given repeated 
node r as follows: 

callable(r) = {m | m ∈ Methods, (r, pb) ∈    
parameter_bindings(m) for some 
pb}. 

For example, the schema and the parameter 
bindings in Figure 3 show that callable(r4) = {m3, 
m4}. On the other hand, the repeated node represents 
a repeated level, so if any of the terminal values at 
this level are selected, then the corresponding 
methods can be called. For example, selecting a 
node ccode determines the repeated node course 
and its direct terminal descendants. 

For   a   given   xml   tree, we have an output view 
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Abstract: The following paper presents generalisation of the independent subquery method for object-oriented query 
languages. A subquery is considered independent if none of involved names is bound in a stack section 
opened by a currently evaluated non-algebraic operator. Optimisation of such a subquery is accomplished 
by factoring it out from a loop implied by its query operator. We generalise the method to factor out also 
subqueries that are evaluated only in a context of independent subqueries of a given query. The query is 
rewritten to an equivalent form ensuring much better performance. Our research bases on the Stack-Based 
Architecture of query languages having roots in semantics of programming languages. The paper illustrates 
the method on an comprehensive example and finally presents the general rewriting rule. 

1 INTRODUCTION 

The ODRA system (Lentner and Subieta, 2007) is an 
environment facilitating development of object-
oriented data-intensive and distributed applications. 
The main component of ODRA is SBQL (Stack-
Based Query Language) (Lentner and Subieta, 2007; 
Subieta, 2008 and 2009). SBQL evolved from a pure 
database query language to a fully-fledged object-
oriented programming language with a lot of 
features such as an UML-like object model, 
collections constrained by cardinalities, processing 
semi-structured data, static type-checking, closures, 
etc. As a query language, SBQL is supported by a 
query optimiser, which contains a set of optimisation 
methods, including query rewriting (Płodzień, 
2000), indices (Kowalski et al., 2008). We have 
adapted and generalised some of them from 
relational database systems, but in majority they are 
totally new. In this paper we propose one of such 
new powerful optimisation methods that has not 
been presented yet in any source. 

Analysing query evaluation in the Stack-Based 
Approach (SBA) (Subieta, 2008) one can notice that 
some subqueries are processed multiple times in 
loops implied by non-algebraic operators, despite the 
fact that in subsequent loop cycles their results are 
the same. Such subqueries should be evaluated only 
once and their result reused in next loop cycles. This 
observation is a basis for an important rewriting 

optimisation technique called the method of 
independent subqueries (Płodzień and Kraken, 2000, 
Płodzień, 2000). This method is more general than 
classical pushing of a selection/projection known 
from relational system and SQL (Ioannidis, 1996). 
In SBA it works for any kind of a non-algebraic 
query operator and for any object-oriented database 
model.  

The generalised independent subqueries method 
belongs to the group of optimisation methods based 
on query rewriting. Rewriting means transforming a 
query Q1 into a semantically equivalent query Q2 
providing much better performance. It is 
accomplished according to rewriting rules based on 
locating parts of a query matching some pattern. 
These parts are to be replaced by other parts 
according to these rules. The main benefit from 
rewriting is that algorithms are fast, optimisation is 
performed before a query is executed and resulting 
performance improvement can be very significant, 
sometimes several orders of magnitude (concerning 
queries’ response times). 

Presented method includes cases where an 
independent query is divided into two or more parts 
(within a larger query), which makes more difficult 
to detect and factor out. We show that there is an 
efficient rewriting rule to factor an independent 
subquery out of a non-algebraic operator together 
with its dependent subqueries that are also 
independent of this operator. For example, consider 
a query – for pairs being a Cartesian product of all 
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company employees and departments, taking into 
consideration only departments whose bosses earn 
more then 2000, return a reference to an Emp object 
together with a communicate indicating whether a 
salary of the employee is greater than an average 
salary calculated for employees working in a given 
department: 

(Emp as e) join (((Dept where 
boss.Emp.sal > 2000) as d). 
(e.fullName() + (if (e.sal > 
avg(d.employs.Emp.sal)) then “earns” 
else “ doesn’t earn “) + “ more than 
an average salary of “ + d.name + “ 
department.”))            (1) 

In this case the subquery (Dept where 
boss.Emp.sal > 2000) as d) is independent from the 
join operator hence it will be factored out of this 
operator by the method of independent subqueries. 
In the result of transformation performed by this 
method we obtain the following query: 

(((Dept where boss.Emp.sal > 2000) 
as d) groupas aux1).(Emp as e) join 
(aux1. (e.fullName() + (if (e.sal > 
avg(d.employs.Emp.sal)) then “earns” 
else “ doesn’t earn“) + “ more than 
an average salary of “ + d.name + “ 
department.”))         (2) 

Unfortunately, form (2) terminates the 
optimisation action – no further optimisation by 
means of the independent subqueries method is 
possible any more. This method cannot factor the 
subquery avg(d.employs.Emp.sal) out of the join 
operator, despite none of its names (d, employs, 
Emp, sal) being bound in the stack section opened 
by this operator. The reason is that this subquery is 
not independent of its parent non-algebraic operator 
(the dot operator after second aux1). However, it is 
possible to factor out also the subquery 
avg(d.employs.Emp.sal) in (1), because it depends 
only on the independent subquery ((Dept where 
boss.Emp.sal > 2000) as d). Such a transformation 
will result in limiting the number of its evaluations. 
This paper explains how such cases can be generally 
formalised and what a corresponding rewriting 
algorithm should be. 

The rest of the paper is organised as follows. 
Section 2 describes the overall idea of the 
generalised independent subqueries method. Section 
3 presents the results of simple experiments with the 
method. Section 4 presents conclusions. 

2 THE GENERALIZED METHOD 

To   present   SBA   and   SBQL    in   the  following 

examples, we use an object store realising a class 
diagram (schema) presented in Fig.1. It defines three 
collections of objects: Person, Emp, and Dept. 
Person is the superclass of the classes Emp. Names 
of classes (attributes, links, etc.) are followed by 
cardinality numbers (cardinality [1..1] is dropped). 

 
Figure 1: A schema of an example database. 

2.1 The General Idea of the 
Optimisation Method 

The starting point for the optimisation process is the 
method of independent subqueries. If this method 
detects an independent subquery like the following 
subquery of (1): 

((Dept where boss.Emp.sal > 2000) as 
d)                (3) 

that is a left-hand subquery of some non-algebraic 
operator then we must analyse the right-hand 
subquery of this operator. The subquery ((Dept 
where boss.Emp.sal > 2000) as d) in (1) is 
connected by the first dot operator with the subquery 
(4): 

(e.fullName() + (if (e.sal > 
avg(d.employs.Emp.sal)) then “earns” 
else “ doesn’t earn “) + “ more than 
an average salary of “ + d.name +  
“department.”)                 (4) 

Because all the names occurring in 
avg(d.employs.Emp.sal) are bound in the stack 
section opened either by first dot (name d) or in 
sections opened by non-algebraic operators of this 
query (the other names), this query is dependent 
only of the subquery (3). The subquery (3) and 
avg(d.employs.Emp.sal) are parts of the right-hand 
subquery of the join operator. Since the subquery 
avg(d.employs.Emp.sal) is also independent of  this 
operator so it can be factored out of this operator 
together with the independent subquery (3). To 
achieve it we construct a query involving the 
subqueries like (3) and avg(d.employs.Emp.sal) 
connected by the join operator and factor them out 
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of the join operator. Moreover, it concerns also the 
subquery: “ more than an average salary of “ + 
d.name + “ department.”. 

Our algorithm operates on the query (2) 
transformed by the factoring independent subqueries 
method and rewrites it to the following optimised 
form: 

(((((Dept where manager.Emp.salary > 
2000) as d) as aux1_c) join 
(aux1_c.(avg(d.employs.Emp.sal) 
groupas aux1_1, (“ more than an 
average salary of “ + d.name + “ 
department.”)  groupas aux1_2))) 
groupas aux1).((Emp as e) join 
(aux1.(aux1_c.((e.fullName() + (if 
(e.sal > aux1_1) then “ earns” else 
“ doesn’t earn“) + aux1_2)))))     (5) 

Unique names aux1_c, aux_1_1, aux1_2 are 
automatically assigned by the optimiser. In the first 
three lines of (5), before the last dot, the query 
returns a bag named aux1 consisting of structures. 
Each structure has three fields:  

• aux1_c – with a binder d holding a reference 
to a Dept object, 

• aux1_1 – the average salary calculated for 
employees of the given department, 

• aux1_2 – the string “more than …. 
department” with the name corresponding to 
the given department. 

The last dot in the third line puts on top of ENVS 
a binder aux1 containing those structures. It is then 
used to calculate the query in the following lines. In 
this way, average salaries are calculated for each 
department once and they are used in the final query, 
as required. 

Detecting subqueries like 
avg(d.employs.Emp.sal) is accomplished by 
analysing in which section of the environment stack 
the names occurring in a subquery are to be bound. 
The binding levels for names are compared to the 
scope numbers of non-algebraic operators. 

2.2 The General Rewriting Rule 

Let us consider the query in the form (6) (denotes 
string concatenation and αi denotes a part of an 
arbitrary query): 

α0 ° Q1 groupas N ° α1 ° N ° α2    (6) 

Such a query pattern is a result of applying the 
independent sub-query method. The Q1 sub-query 
represents the part that was factored out and grouped 
under the name N. Referring to name N in the 
further part of the query (shown in (6)) represents 

the use of the result. Obviously to enable binding 
name N, the α1 query part must assure the 
appropriate ENVS state, but from the perspective of 
our method this is irrelevant because of the 
compilation error that appears otherwise. 

It is worth noticing that the (6) form can be also 
a result of some other query transformation or a 
direct query writing. 

Let us now consider the situation where (6) has 
the form (7): 

α0 ° Q1 groupas N ° α1 °  
(N  Θ1 (αz0 ° z1 ° αz1° z2 ° … ° αzn-1 
° zn ° αzn)) ° α3                 (7) 

The query (7) contains Θ1 – a non-algebraic 
operator whose left hand operand is a single name 
query  and the right-hand operand includes 
subqueries zi (iϵ1..n). The characteristics of zi 
subqueries is that they depend only on an 
environment introduced by the Θ1 operator and some 
global (from the point of view of the evaluation of 
(6) query) environment. In other words they are 
independent of any non-algebraic operators that 
appear in the α1 query part.  
The query string (7) represents the general state that 
is a starting point for our rewrite algorithm that can 
be described as follows. 

The zi subqueries are factored out from the Θ1 
operator (and any other that appear in α1) and joined 
with Q1 query (with the use of non-algebraic 
operator join). 

((Q1 as N_C) join (N_C.(z1 groupas 
N_1, z2 groupas N_2, …, zn groupas 
N_n))) groupas N                (8) 

The Q1 query results are named N_C with use of 
as operator instead of groupas because each of the 
Q1 result should be processed separately by the join 
operator and should become a context for the 
subsequent zi queries evaluation. The use of join 
operator as well as naming the Q1 result and 
subsequent zi results (N_i, I ϵ 1..n) preserves all the 
partial results (for further use) in the form of a bag 
of structures named N. In the query (7) the zi 
subqueries are replaced with name queries that refers 
to names N_i. The query is additionally modified 
with introducing another dot operator that creates an 
environment containing binders with N_C and N_i. 

The modified query takes the form (9): 
α0 ° (((Q1 as N_C) join  
(N_C.(z1 groupas N_1, z2 groupas N_2, 
…, zn groupas N_n)))  groupas N) ° α1 
° (N.(N_C  Θ1  (αz0 ° N_1 ° αz1° N_2 ° 
… ° αzn-1 ° N_n ° αzn ))) ° α3     (9) 
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This is the final result of the main algorithm process. 
Notice that the result query contains similar patterns 
to the one that appear in the initial state (6). Each 
pair of the subqueries: zi groupas N_i and αzi-1 ° N_i 
° αzi are similar to the structure of the (6). 
Consequently (9) can be represented as follows: 

α0’ ° zi groupas N_i ° α1’ ° N_i ° α2’ (10) 

If the (10) has the form corresponding to (7): 
α0

’ ° zi groupas N_i ° α1
’ ° (N_i  Θ1

’ 
(αz0

’ ° z1
’ ° αz1

’° z2
’ ° … ° αzn-1

’ ° zn
’ 

° αzn
’ )) ° α3

’             (11) 

then the optimisation can be recursively applied to 
the query. 

All the described transformations are, in reality, 
performed on an abstract syntax tree (AST) query 
representation. The description use string 
representation due to conciseness. 

3 OPTIMISATION GAIN 

The method has been experimentally tested within 
the ODRA system. Fig.2 presents the performance 
gain after optimisation of query (1) according to the 
Generalised independent subqueries method, i.e. to 
the form (5). For instance, on a collection of 10000 
employee objects, execution of the optimised one is 
approximately 64 times faster. In contrast, our tests 
have shown that the standard factoring out method 
applied to the query (1) (i.e., transforming it to the 
form (2)) does not introduce optimisation gain 
greater than 2 in all tested cases. The advantage of 
the proposed method is being able to correctly factor 
out the most expensive part of the query (1), i.e. 
avg(d.employs.Emp.sal) 

 
Figure 2: Optimization gain between evaluations of query 
(1) and (10). 

According to the expectations, correct factoring 
out of a complex subquery results in improving of a 

query performance by orders of magnitude. 

4 CONCLUSIONS 

The presented generalised version of the 
independent subquery method is an effective 
complement to the original method. Applied 
repeatedly (after factoring), it detects and resolves 
subsequent independent subqueries in a query. Our 
rewriting rule is general, it works for any non-
algebraic operator and for any data model (assuming 
that its semantics would be expressed in terms of 
SBA). The rule makes also no assumptions 
concerning what type an independent subquery 
returns: it may return a reference to an object, a 
single value, a structure, a collection of references, a 
collection of values, a collection of structures, etc. 
Finally the rule enables rewriting for arbitrarily 
complex nested subqueries, regardless of their left 
and right contexts.  

Nevertheless, preliminary studies show 
possibilities of designing methods based on 
factoring out in cases that are still not covered, e.g. 
when the left-hand operand of operator Θ1 in the 
query (7) is a complex subquery containing name N. 
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Abstract: Most medium-sized enterprises run their databases on inexpensive off-the-shelf hardware; still, they need
quick answers to complex queries, like ad-hoc Decision Support System (DSS) ones. Thus, it is important
that the chosen database system and its tuning be optimal for the specific database size and design. Such
choice can be made in-house, based on tests with academic database benchmarks. This paper focuses on the
TPC-H database benchmark that aims at measuring the performance of ad-hoc DSS queries. Since official
TPC-H results feature large databases and run on high-end hardware, we attempt to assess whether the test
is meaningfully downscalable and can be performed on off-the-shelf hardware. We present the benchmark
and the steps that a non-expert must take to run the tests. In addition, we report our own benchmark tests,
comparing an open-source and a commercial database server running on off-the-shelf hardware when varying
parameters that affect the performance of DSS queries.

1 INTRODUCTION

In the day-to-day operations of a medium-sized en-
terprise, two types of queries are executed: Online
Transaction Processing (OLTP) and Decision Sup-
port (DSS). The former are basic information-retrieval
and -update functions. The latter are aimed at assist-
ing management decisions based on historical data. In
addition, DSS queries can be further categorized into
reporting and ad-hoc queries, depending on whether
they are executed routinely or in a spontaneous fash-
ion, respectively. As one would expect, the most chal-
lenging queries are the DSS ones as they are more
complex and deal with a larger volume of data; even
more so, ad-hoc DSS queries are challenging as they
do not allow for prior system optimization. Hence, it
is highly important to facilitate their execution.

The time needed to execute ad-hoc DSS queries
is above all related to the database design and size.
Furthermore, for a given database, time depends on
the choice of the RDBMS and its tuning. Given the
wide offer of database systems as well as their great
complexity, it is crucial yet not trivial for the enter-
prise to determine the best choice for its needs, both
in terms of price and in terms of performance. There-
fore, it would be very helpful to realize a quantitative

comparison of database systems performance under
various comparable configurations, possibly using a
benchmark.

The Transaction Processing Performance Council
(TPC) benchmark TPC-H sets out to model a busi-
ness database along with realistic ad-hoc DSS ques-
tions. It has been extensively used by database soft-
ware and hardware vendors as well as researchers
(Somogyi et al., 2009; Guehis et al., 2009). However,
TPC-H officially published results refer to very large
databases running on high-end hardware that are dif-
ficult to compare to the reality of a small enterprise.
Moreover, understanding TPC-H requires significant
technical expertise and, to the best of our knowledge,
no step-by-step guide exists in literature, apart from
generic guidelines for benchmark execution (Oracle,
2006; Scalzo, 2007).

This paper examines whether TPC-H can be used
as a tool by small enterprises as well as which would
be the best way to do so. Specifically, our contribu-
tions are: (i) a comparison of the performance of a
commercial and an open-source database system ex-
ecuting a small-scale TPC-H test under various com-
parable configurations on off-the-shelf hardware; and
(ii) insights into the tuning parameters that influence
DSS performance at this scale.
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Figure 1: Complete process for running the TPC-H tests. The term query stream refers to a sequential execution of each of
the 22 TPC-H queries, in the order specified by TPC.

2 AN OVERVIEW OF TPC-H

The TPC-H benchmark models the activity of a prod-
uct supplying enterprise. For that purpose, it uses a
simple database schema comprised by eight base ta-
bles. Tables have different sizes that change propor-
tionally to a constant known as scale factor (SF). The
available scale factors are: 1, 10, 30, 100, 300, 1000,
3000, 10000, 30000 and 100000. The scale factor de-
termines the size of the database in GB. Tables are
populated using DBGEN, a data generator provided
in the TPC-H package to populate the database tables
with different amounts of synthetic data.

The benchmark workload consists of 22 queries,
representing frequently-asked decision-making ques-
tions, and 2 update procedures, representing periodic
data refreshments. The update procedures are called
refresh functions. From a technical standpoint, the
queries include a rich breadth of operators and se-
lectivity constraints, access a large percentage of the
populated data and tables and generate intensive disk
and CPU activity. The TPC-H workload queries are
defined only as query templates by TPC. The syntax
is completed providing random values for a series of
substitution parameters, using QGEN, an application
provided in the TPC-H package.

2.1 TPC-H Tests

TPC-H comprises two tests: the load test and the
performance test. The former involves loading the
database with data. The latter involves measuring the
system performance against a specific workload. As
soon as the load test is complete, the performance test,
which consists of two runs, can start. Each run is an
execution of the power test followed by an execution

of the throughput test. The power test aims at mea-
suring the raw query execution power of the system
with a single active session. This is achieved by se-
quentially running each one of the 22 queries. The
throughput test aims at measuring the ability of the
system to process the most queries in the least amount
of time, possibly taking advantage of I/O and CPU
parallelism. Thus, the throughput test includes at least
two query sessions that run in parallel. The minimum
number of query streams is specified by TPC and in-
creases together with the scale factor. Figure 1 illus-
trates the steps for running a complete TPC-H test.

2.2 Performance Metrics

After running the tests, we get three types of timing
measurements: the database load time, the measure-
ment interval and the timing intervals. The measure-
ment interval is the total time needed to execute the
throughput test. The timing intervals are the execu-
tion times for each query or refresh function. Next,
these timing measurement results must be combined
to produce global, comparable metrics. To avoid con-
fusion, TPC-H uses only one primary performance
metric indexed by the database size: the compos-
ite query-per-hour performance metric represented as
QphH@Size, where Size represents the size of data in
the test database as implied by the scale factor. This
metric weighs evenly the contribution of the single
user power metric (processing power metric repre-
sented as Power@Size) and the multi-user through-
put metric (throughput power metric represented as
T hroughput@Size). Finally, the price/performance
metric represented as Price � per � QphH@Size
serves to make a price/performance comparison be-
tween systems.
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Table 1: TPC-H full test results for increasing memory size. In SQL Server, we varied the total server memory; in MySQL,
the buffer and sort memories, with a 3:1 ratio as recommended by MySQL developers. Fill factor is kept at 90% for SQL
Server and 15/16 (default) for MySQL. Page size is kept at 8KB (which is the default for SQL Server) for both systems.

Memory Size Test

total server memory 16 MB 64 MB 128 MB 256 MB 512 MB 768 MB 1024 MB

load test
SQL Server 46min 20min 19min 17min 16min 16min 36min

MySQL 48min 23min 20min 16min 16min 14min 57min

performance test
SQL Server 4h54min 1h13min 1h 52min 41min 40min 1h9min

MySQL 5h32min 1h28min 1h13min 1h2min 56min 54min 1h44min

QphH@1GB
SQL Server 19.13qph 78.55qph 90.20qph 102.30qph 130.76qph 131.80qph 86.03qph

MySQL 17.41qph 75.70qph 79.84qph 89.77qph 103.67qph 105.10qph 70.63qph

Price-per-QphH@1GB
SQL Server 73.08$ 17.80$ 15.49$ 13.67$ 10.69$ 10.61$ 16.25$

MySQL 28.72$ 6.60$ 6.26$ 5.57$ 4.82$ 4.76$ 7.80$

3 EXPERIMENTS

The goal of our experiments was to showcase a set
of useful TPC-H tests that any small enterprise could
perform in order to choose the database system and
tuning configurations that offer optimal ad-hoc DSS
performance in their system. In addition, we ran these
tests ourselves on off-the-shelf hardware, aiming at
some take-away rules-of-thumb for choosing between
a commercial (SQL Server 2008) and an open-source
(MySQL 5.1) database system and optimizing tuning
for DSS queries at this scale.

We are interested in the characteristics of ad-hoc
DSS workloads and the tuning parameters that affect
their performance, for a given database. Since DSS
queries deal with large amounts of data within scans,
sorts and joins, the size of the buffer pool and the sort
buffer play an important role. Following the same
logic, the fill factor and the page size can also in-
fluence performance, as they can contribute to more
rows per page thus keeping more sequential data in
the data cache.

However, not all these parameters can be set by the
user in each of the database systems at hand. In SQL
Server, it is not possible to set the size of the buffer
pool or the sort buffer; only the total size of mem-
ory that the system can use can be set, by determining
its minimum and maximum values. MySQL, on the
other hand, allows to set a specific size for the buffer
pool and the sort buffer. Also, while SQL Server op-
erates with a fixed page size of 8 KB, in MySQL the
user can set the page size to 8, 16, 32 or 64 KB. Fi-
nally, in SQL Server it is possible to specify the fill
factor for each page, while MySQL manages the free
space automatically, with tables populated in sequen-
tial order having a fill factor of 15=16.

In light of these differences, we decided to run two
general types of tests: the memory size test and the
number of rows per page test. Tables 1, 2 and 3

Table 2: TPC-H full test results for increasing fill factor
in SQL Server. Page size is kept at default value of 8KB.
Memory size is set at a medium value of 128KB.

MS SQL Server- Number of Rows per Page Test

fill factor 40% 60% 80% 100%
load test 27min 22min 20min 19min
perf. test 2h2min 1h9min 1h3min 59min

QphH@1GB 34.59qph 80.10qph 89.34qph 91.58qph
PPQphH@1GB 40.42$ 17.45$ 15.65$ 15.23$

Table 3: TPC-H full test results for increasing page size
in MySQL. Fill factor is kept at default value of 15/16.
Total memory size is set at a medium value of 128KB,
with a buffer/sort memory ratio of 3:1 as recommended by
MySQL developers.

MySQL- Number of Rows per Page Test

page size 8 KB 16 KB 32 KB 64 KB
load test 20min 18min 17min 17min
perf. test 1h13min 59min 52min 50min

QphH@1GB 79.84qph 92.41qph 106.20qph 109.38qph
PPQphH@1GB 6.26$ 5.41$ 4.71$ 4.57$

show the test results. For the number of rows per page
test, note that the resulting range of number of rows
per page is different for the two database systems, but
that serves exactly the purpose of verifying whether
allowing the user to specify much larger page sizes
gives MySQL an advantage.

In the interest of simulating the environment of a
smaller enterprise, we chose inexpensive off-the-shelf
hardware (an AMD Athlon processor with 1GB of
RAM and a SATA 80 GB hard disk) and the lowest
possible scale factor (yielding a 1 GB database). We
find it interesting to provide some results with a lower
scale factor, as the only available ones to date are the
official TPC-H results starting at 100 GB. Finally, for
the price/performance metric calculations, we consid-
ered the hardware cost to be approximately 500$ and
the software cost to be the current price of 898$ for
SQL Server 2008 (circa 2010) and 0$ for MySQL 5.1.
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Figure 2: Influence of memory size. Larger bubbles repre-
sent greater price per query per hour.

Figure 3: Influence of data per page (product of page size
and fill factor). Larger bubbles represent greater price per
query per hour.

3.1 Discussion

As illustrated in Figure 2, in the case of memory
size test, for both database systems performance im-
proves dramatically as we move from 16 to 768 MB
of memory. The system ends up reaching its full po-
tential around 512 MB; moving to 768 MB does not
make much difference, and reaching 1024 MB actu-
ally leads to a performance decrease. In this case,
the server allocates all physical memory to the cache
causing part of the latter to be on virtual memory thus
triggering further I/O operations.

For the same memory size, increasing either the
page size or the fill factor improves performance, as
illustrated in Figure 3. This makes sense because in
full scans relevant data are next to each other; thus,
the more data per page the less I/O operations and the
better the performance. Increasing the page size is
less effective than increasing the fill factor, as seen by
the trendlines steepness in Figure 3 for MySQL and
SQL Server respectively. In any case, increasing the

memory size has an influence that exceeds both those
of increasing the page size and the fill factor.

In addition, it is clear that, for approximately the
same configurations, the performance of MySQL is
slightly worse. This may mean that there are other
tuning parameters that cause performance deteriora-
tion when left in their default values. Most likely,
however, this performance difference indicates the su-
periority of SQL Server query optimizer when dealing
with complex queries.

Finally, even though the tests run faster in SQL
Server, the price/performance metric favors MySQL
by far. The additional 898$ for SQL Server do not
seem to be worthy for such low-scale needs.

4 CONCLUSIONS

We can conclude that the TPC-H test is meaning-
fully downscalable. Even with a low scale factor, we
could still observe differences between different sys-
tems and configurations. However, our intuition is
that its set-up time and complexity make the bench-
mark an unlikely choice for a medium-sized enter-
prise without a team of experts.

Running TPC-H motivated us to look into the fac-
tors that influence the performance of DSS queries.
We concluded that the most influential tuning option
is undoubtedly the memory size. Yet, other parame-
ters (ie. page size, fill factor) also influence perfor-
mance.

Since the systems do not have identical tuning op-
tions, it is hard to ascertain whether we tuned them
fairly. For similar tuning, MySQL is consistently
slower than SQL Server. We think this is due to differ-
ent query optimizer philosophies. Yet, MySQL may
take a little longer to execute the TPC-H tests but it
has a higher price/performance ratio. If not chasing
optimal performance, it is a viable alternative.
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Abstract: This paper presents findings from the Systematic Literature Review (SLR) on Business Intelligence (BI), to 
clarify key definition alongside managerial effects resulting from its implementation in organizations. In 
doing this, the paper aims to assist organizations, decision makers, managers and information system 
researchers to validate the existing state of research in BI motivation. The review highlights gaps in the 
presented body of existing literature, contradictory answers in relation to BI definition and aspects, in 
addition, uncovers themes significant to BI implementation that are not well addressed in the literature. The 
need for empirical research is also highlighted, as the majority of the articles analyzed are at the conceptual 
and/or theoretical level. In addition, the research recognized a connection between a set of different 
managerial aspects affected by BI. 

1 INTRODUCTION 

Given the emerging importance of BI in 
organizations, this paper presents a Systematic 
Literature Review (SLR) on the core aspects of BI, 
and their effect(s) on certain managerial and 
organizational aspects. The SLR followed a course 
of action derived from Brereton (2011) based on 
accumulating a representative pool of articles, 
classifying them according to research questions, 
evaluating and synthesizing that literature in relation 
to the research questions and, finally, documenting 
the review and its outcomes. The review addressed 
two key research questions: 
RQ1: from a definitional perspective, what are the 
core aspects of BI? 
RQ2: From a managerial perspective, how are these 
aspects affected by BI? 
The review, once rationalized, examined 65 studies 
spanning from January 2001 to December 2012. 
And also proposed a novel and comprehensive 
definition of BI that includes a coherent relation 
between BI and a set of key managerial elements 
that should be mentioned  

When defining BI. The coherent relation 
indicated that “Decision making”, “Business 
Performance Management”, and “Data 

Management” are interrelated and cohesive 
managerial and key organizational aspects that can 
be affected positively when applying and 
implementing BI within organizations. 

In presenting the review, the paper is organized 
as follows. Section 2 provides an explanation of the 
method used for the Systematic Literature Review 
(essentially following rules in a protocol that is 
autonomously validated). Section 3 presents results 
of the synthesis of the literature, consisting of 
chronological and sequential aspects, alongside 
publication details. Section 4 reports the results and 
background of the analysis process in relation to the 
research questions. Last, Section 4 presents the 
conclusions of the exercise. 

2 METHODS  

In accordance with systematic review guidelines 
(Brereton, 2011), the following steps were 
undertaken:(1) Recognizing the need for a 
systematic literature review; (2) formulating a set of 
research questions; (3) accumulating a representative 
pool of articles; (4) evaluating and synthesizing the 
gathered articles; (5) dividing the papers according 
to research questions; and (6), documenting the 
review and outcomes. 
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The remainder of this section will present detail 
in relation to these steps. 

2.1 List of Searched Resources 

A primary set of key words were used for the 
literature search, these being ‘Business Intelligence’, 
‘Decision Making’ and ‘Business Performance 
Management’ ,as these specific words were drawn 
up for each research question. Initially, the following 
databases were searched: Scopus; Science Direct; 
ABI Inform; Academic Search Complete (ASC); 
and the IEEE/IET electronic library. These sources 
were supplemented with selected conference 
proceedings and specific journals including The 
International Journal of Business Intelligence 
Research (IJBIR), Institute of Electrical and 
Electronic Engineers proceedings (IEEE) and the 
European Conference on Information Systems 
proceedings (ECIS). Overall, we established an 
ultimate list of 65 papers that matches our search 
requirements. 

2.2 The Process for Including Study 
Papers, Data extraction and 
Synthesis 

The process for including and excluding gathered 
studies is a crucial step in the methods, as it provides 
and assures a strong backbone to generating a 
quality based literature review. All published studies 
that answer the author’s research questions and are 
published within the years 2001 –2012 was 
integrated in the inclusion list. Moreover, the 
included research study must be published in 
conference proceedings or journal paper, In order to 
insure that all references included will be recorded 
in a fully organized structure Refworks system 
(www. refworks.com) was used to document 
reference information and details for each study. We 
synthesized data through classifying themes derived 
from the findings and results documented in each 
accepted paper. The categorized themes 
consequently revealed the creation of the categories 
and segments for the results section. We also 
conducted a type of analysis called sensitivity 
analysis; it is a technique for assessing the riskiness 
of a certain investment. For the given research 
purposes the sensitivity analysis was used to test 
how certain factors affected the field of BI Research. 
Key factors analyzed were based on year of 
publication, type of study, and finally based on 
which Journal or conferences preceding these papers 
were published. The sensitivity analyses gave us a 

clear idea and explicit information on where to find 
prejudiced and biased data. The sensitivity analysis 
is also reported in the results section. 

3 RESULTS – BACKGROUND OF 
THE ANALYSIS PROCESS 

3.1 Types of Study Papers 

From the 65 studies, 47% were found to be 
theoretical or conceptual, and 37% empirical in 
nature. A small number of studies (16%) presented 
literature reviews. Empirical and literature review 
related to BI were less found within the pool of BI 
research, most of the studies were either conceptual 
or theoretical. 

As for the data collection methods used in the 
case studies and empirical studies, they were 
primarily questionnaires/surveys, interviews by 
telephone or face-to-face interviews and, lastly, field 
studies. 46 % of the empirical research papers used 
questioners and surveys. 

3.2 Sequential View of Publications 

A statistical analysis for studies engaged in the 
review based on almost ten year period from 2001 
until 2012 was performed, it showed that within the 
last 6 years there is an observed raise in published 
papers related to BI implementation in 
organizations, and its effects on decision making, 
We also noticed that before the year 2000 studies on 
BI were almost not present. The observed increase in 
BI research is in-line with emergent and increasing 
organizational awareness of the significance role of 
BI (and spends on technology). Alternatively, this 
increase might perhaps just counterpart a common 
rise in recent published papers in Information 
Systems and Decision Support Systems (Fitriana et 
al., 2011). 

4 RESULTS – ANSWERING 
RESEARCH QUESTIONS 

This part of the research illustrates how the literature 
provides answers to the research questions. The 
current research questions act jointly to provide an 
absolute explanation of the research focus. 
Information relating BI definitions was collected for 
(RQ1) to expand the understanding of traditional 
definitions, and extract key managerial aspects 
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embedded within those definitions. Papers were then 
analyzed to provide a more detailed understanding 
of BI in relation to those (addressing RQ2). 

4.1 The Core Aspects of BI 

Definitions within the analyzed papers were 
recognized as answering RQ1, these papers 
emphasized, or had a direct relation to a certain 
attributes which relates to ‘Definitions’ of BI such as 
Decision Making ,BPM, Data Management 
,Knowledge Management, and finally better 
organizational relations. A closer assessment noticed 
from analyzing a set of definitions resulted in 
proposing that when defining BI it is always linked 
with any of the linked aspects as follows: 
 BI Definition can contain a direct link with BI 

role in DM, decision making is defined as process 
that assist managers to make a choice about a course 
of action, decisions can be categorized as structured 
or unstructured; they also can be classified according 
to managerial levels such as strategic decisions, and 
tactical. 
 BI Definition can contain a direct link with BI 

role in BPM. “(BPM) is a key business initiative that 
enables companies to align strategic and operational 
objectives with business activities in order to fully 
manage performance through better informed 
decision making and action”(Shi and Lu, 2010). 
 BI Definition can contain a direct link with BI 

role in Data Management and control, data 
management and control refers here to how BI can 
assist organization in controlling the large amount of 
data generated daily, monthly, or annually. 
 BI Definition can contain a direct link with one 

or more of the above given attributes.  
 BI Definition did have a weaker direct relation 

contained by its definitions with aspects such as 
business knowledge, and effective organizational 
relationships. However, these two aspects might be 
required as very important facets, which are 
indirectly affected by BI, and the benefit of BI on 
them is required to be as an intangible benefit 
sometimes impossible to enumerate. They are 
however significant, and often unseen sources of 
business value. 
The current section aimed at delivering an initial 
level of transparency by presenting and scrutinizing 
the results of analyzing a number of definitions 
available in the literature of the BI concept, as in the 
Table in the Appendix , covering the years 2001-
2012 it was looked at a sample of 12 different 
definitions . The content of column (Direct relation 

of BI) denotes the significant attributes that were 
proposed from the authors understanding of BI 
definitions and that can present a direct relation as a 
role or effect on specific managerial and 
organizational aspects. Moreover, revealing these 
relations will have an impact in assisting the author 
finding answers for RQ2. A number of these 
definitions were obviously stated in the article, 
whereas others were implicit in the text. Since the 
current review is concept-centric explicitly, the 
author performed a qualitative content analysis on 
the collected sample that answers RQ1; the content 
analysis is explained as in the following definition; 
“A research method for the subjective interpretation 
of the content of text data through the systematic 
classification process of coding and identifying 
themes or patterns” (Zhang and Wildemuth, 
2009).The content analysis of the definitions 
revealed the following outcomes,  
 It was not comprehensible withier BI is required 

to be a ‘Process’ or a “Product” ,the “process is 
composed of methods that organizations use to 
create useful information or intelligence that will 
support companies and organizations succeed and 
have a competitive advantage in the global 
economy” (Jordan, Rainer& Marshall, 2008).And a 
“product is information that will permit 
organizations to forecast and expect the performance 
and behaviours of their competitors, suppliers, 
customers, technologies, acquisitions, markets, 
products and services” (Jordan, Rainer& Marshall, 
2008). As for other indicated that BI can be both a 
process and a product.  
 Only two definitions out of the 12 given, pointed 

within their content to a direct relation between BI 
role with all the three roles defined previously by the 
author, within the definitions almost 90% of 
definitions mentioned a direct relation between BI 
and DM, and few had a relation with data 
management, BPM, both, or all three attributes.  
 Since most of study papers collected for the 

purpose of this research found to be theoretical 
based, the author noticed that few of the given 
definitions were extracted form an empirical and 
observed practice. Therefore, this will lead to a 
delay in the understanding of what BI characterizes 
to business leaders and researchers. 
 And finally, It was not clear weather BI is 

required be a technological or managerial concept, 
or it can be both. 
As a result, applying a content analysis on the 
collected definitions realized a main and general 
concern as follows; “BI did not yet reach a 
standardized and unified definition”. 
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4.2 How are these Aspects Affected by 
BI? 

Another synthesis for the purpose of answering RQ2 
was undertaken; the synthesis shows that 55% of 
papers illustrate a role of BI in (DM), 22 % Role on 
BI in Data Management and Control, and 23% are 
related to (BPM), and these statistics can be more 
explained as follows: 
(BI effect on DM): most of the papers searched 
agreed that BI has a direct effect on DM; according 
to literature BI has turn out to be a vital aspect of 
decision-making, not only at the top, but at each 
particular hierarchical level. That is the reason 
behind the needs for it to be associated with the 
business and organizational strategy in order to be 
capable to support analytical decision-making. 
Nevertheless, this relation is turning to be as a 
known fact rather than just a proposition since it has 
been researched and proven in large number of study 
papers. 
(BI effect on BPM): as defined earlier BPM“ is a key 
business initiative that enables companies to align 
strategic and operational objectives with business 
activities in order to fully manage performance 
through better informed decision making and 
action”(Shi and Lu, 2010). According to the 
synthesized literature, BPM will start within the 
coming future to be required as being the last 
constituent of BI, and the following stage in the 
growth of BI, organization, and information systems. 
If BPM is a consequence of BI and better decision 
making, and contains many of its technologies, tools 
and techniques, then BI itself can play as a key role 
and deliver the insight needed to improve overall 
business performance .This was hypothesized by the 
authors from a theoretical viewpoint and sensible 
perspective. 
(BI effect on Data Management): Data Management 
and control refers here to how BI can assist 
organization in controlling the large amount of data 
generated daily, monthly or annually. This effect 
was related in most papers to the use of Data 
Warehouse technology, that have the ability to assist 
the transformation of organizational operational data 
system into an analytical data system construction, 
and that can sustain business requirements and 
needs. Thus, this formation enables business 
executive to attain a chronological view of 
operational data, moreover, eliminating the load on 
organizational Information technology assets and 
enabling mangers to create positive decisions instead 
of unconsidered ones. 

As a conclusion for answering RQ2: “Decision 
Making”, “Business Performance Management”, 
and “Data Management” are interrelated and 
cohesive managerial and key organizational aspects 
that can be affected positively when applying and 
implementing BI within organizations as the bellow 
figure. 

 
Figure 1: The cohesive effects of BI on managerial 
aspects. 

5 CONCLUSIONS 

The paper presented a global view of BI definition, 
and a global understanding of its effects and roles 
derived from a state of the art (SLR) process. Thus, 
the research presented clear face validity for 
researchers, managers, and decision makers to help 
them understand the managerial facets of BI. Within 
the (SLR) the author researched a total of 65 
published papers. The results from analyzing papers 
showed that the predominance of the papers were 
published by Journals that are only dedicated for BI 
research, such as the International Journal of 
Business Intelligence (IJBIR) ,Other papers may be 
related to special interest group on computer 
personnel research and conference preceding. Also, 
it was observed that there is a noticed increase in BI 
published research, and this increase might be an 
indication of the emergent organizational awareness 
of the significance role of BI. The review process 
investigated that the empirical and case studies 
related to BI were scarcely obtainable within the 
pool of BI research; most of the studies were either 
conceptual or theoretical. 

The research results from answering the first 
research question revealed that the existing 
definition of BI extracted from the literature, and 
extracted from applying a content analysis on the set 
of definitions did not yet reach a standardized and 
unified definition. Therefore, the author proposed a 
coherent relation between BI and a set of key 
managerial elements which are; 1. (DM) 2. (BPM) 
and 3. Data Management, that should be all  
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mentioned when defining BI as follows: 
“Business intelligence is a combination of 

processes, products, and technologies that have the 
ability in supporting organization, and can have a 
direct key role in Data management by storing, and 
analyzing the data collected from internal and 
external sources ,and on Decision Making by 
creating knowledge ,and finally on Business 
Performance management “ 

The systematic review process also collected 
papers that investigated the effect of BI on those 
managerial aspects. 55% of papers illustrated a 
direct effect of BI on decision making, 22 % of the 
papers illustrated the effect of BI on Data 
Management and 23% showed an effect on BPM. 
Consequently, and as a results the author concluded 
a general understanding from the second research 
question as follows: 

Decision Making, Business Performance 
Management, and Data Management are interrelated 
and cohesive managerial and key organizational 
aspects that can be positively affected when 
applying and implementing BI within organizations. 

As future lines of work, we will expand the 
analysis of organizational features recognized by BI 
and its implementations this is, defining more 
substantial and insubstantial effects of its presence in 
organizations and where exactly inside an 
organization they are playing their significant roles, 
yet how can they be evaluated and quantified. 

REFERENCES 

Ariyachandra, T. and Frolick, M. H., R.T., (2011). "10 
Principles to Ensure Your Data Warehouse 
Implementation is a Failure", pp. 37-47.  

Böhringer, Martin; Gluchowski, Peter; Kurze, Christian; 
and Schieder, Christian,(2010) "A Business 
Intelligence Perspective on the Future Internet" 
AMCIS2010 Proceedings. Paper267. htt://aisel.aisnet. 
org/amcis2010/267. 

 Brereton, P (2011), “A Study of Computing 
Undergraduates Undertaking a Systematic Literature 
Review”, IEEE Transactions on Education, 54, 4, pp. 
558-563, Academic Search Complete, EBSCOhost, 
viewed 6 December 2011. 

Fitriana1,R., Eriyatno, and Djatna,t(2011),” Progress in 
Business Intelligence System research : A literature 
Review”, International Journal of Basic & Applied 
Sciences IJBAS-IJENS Vol: 11 No: 03. 

Habul, A. & Pilav-Velic, A. (2010) "Business intelligence 
and customer relationship management", Information 
Technology Interfaces (ITI), 2010 32nd International 
Conference on, pp. 169. 

Lida Xu, Li Zeng, Zhongzhi Shi, Qing He & Maoguang 
Wang (2007) "Research on Business Intelligence in 
enterprise computing environment", Systems, Man and 
Cybernetics, 2007. ISIC. IEEE International 
Conference on, pp. 3270. 

Pirnau, M. & Botezatu, C.P. (2010) "General information 
on business Intelligence and OLAP systems 
architecture", Computer and Automation Engineering 
(ICCAE), 2010 The 2nd International Conference on, 
pp. 294.  

Yan Shi and Xiangjun Lu (2010) "The Role of Business 
Intelligence in Business Performance Management", 
Information Management, Innovation Management 
and Industrial Engineering (ICIII), 2010 International 
Conference on, pp. 18. 

Zack Jourdan, R. Kelly Rainer Jr., Thomas E. Marshall, 
(2008). “Business Intelligence: An Analysis of the 
Literature.” IS Management 25(2): 121-131.  

Zhang, Y., and Wildemuth, B. M., (2009). “Qualitative 
analysis of content. In B. Wildemuth (Ed.), 
Applications of Social Research Methods to Questions 
in Information and Library Science “(pp.308-319). 
Westport, CT: Libraries Unlimited. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Business�Intelligence�-�Definitions,�Managerial�Effects�and�Aspects:�A�Systematic�Literature�Review

213



APPENDIX 

A Review of BI Traditional Definitions 

Author Year BI Explanation 

Is there a Direct relation with the following within 
the definition? 

DM BPM Data 
control 

Better 
relations 

management 

Knowledge 
Management

Ortiz, 2003 2003 
"(BI) is a set of products, which are sets of tools and 

technologies designed to efficiently extract useful information 
from oceans of data" 

No No Yes No Yes 

Dharan & Swami, 2004 2004 

"BI is a term that encompasses a broad range of analytical 
software and solutions for gathering, consolidating, analysing 
and providing access to information in a way that is supposed 

to let an enterprise's users make better business decisions" 

Yes No Yes No  No 

Xu, Zhang & Jiang, 2005 2005 

"The concept of Business Intelligence (BI) is brought up by 
Gartner Group since 1996. It is defined as the application of a 
set of methodologies and technologies, that improve enterprise 

operation effectiveness, support management/decision to 
achieve competitive advantages." 

Yes Yes No No  No 

Xie & Zhou, 2008 2008 

"Business intelligence systems are interactive computer-based 
structures and subsystems intended to help decision makers use 
communication technologies, data, documents, knowledge, and 

analytical models to identify and solve problems. The new 
generation of BIS offers the potential for significantly 
improving operational and strategic performance for 

organizations of various sizes and types". 

Yes Yes No No  Yes 

Viaene, 2008 2008 
"BI refers to a broad category of applications and technologies 
for gathering, storing, analyzing, and providing access to data 

that helps Decision making process” 
Yes No Yes No  No 

Yoav & Kolodner, 2009 2009 
"BI is a system that supports activities such as data analysis, 

managerial decision making, and business-performance 
measurement". 

Yes Yes Yes No  No 

Wixom & Watson, 2007 2010 

"Business intelligence (BI) is an umbrella term that is 
commonly used to describe the technologies, applications, and 
processes for gathering, storing, accessing, and analysing data 

to help users make better decisions." 

Yes No Yes No No 

Foley & Guillemette, 
2010 2012 

"A combination of processes, politics, culture, and 
technologies for gathering, manipulating, storing, and 

analysing the data collected from internal and external sources 
in order to communicate information, create knowledge and 

inform decision making. BI helps report business performance, 
uncover new business opportunities and make better business 

decisions “ 

Yes Yes Yes No Yes 

Patrick; Christian; 
Christian; Peter & 

Martin, 2010 
2010 

"Business Intelligence (BI) a concept provides a means to 
obtain crucial information to improve the decision making 

process” 
Yes No No NO  NO 

Hill, Ariyachandra & 
Frolick, 2011 10 prince 2011 

"(BI) is seen as the ultimate solution that will help 
organizations leverage information to make informed, 

intelligent business decisions" 
Yes No Yes No  No 

Glancy & Yadav, 2011 2011 

"Business intelligence (BI) a system that provide relevant 
competitive intelligence, combine it with a business ‘internal 

information, provide expert information, incorporate advanced 
analytical decision techniques, and are able to inform the 

executive of the relevance of the knowledge created from the 
system." 

Yes Yes Yes No Yes 

Gluchowski & 
Gluchowski, 2011 2011 

"BI is a data driven decision support system (DSS) that 
combines data gathering, data storage, and knowledge 

management with analysis in the interests of better managerial 
decision making" 

Yes No Yes No Yes 
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Abstract: There are many algorithms to solve scheduling problems, but in practice the knowledge of human experts 
almost always needs to be involved to get satisfiable solutions. In this paper, we describe a set of decision 
support features that can be used to improve human computer interfaces for scheduling. They facilitate and 
optimize human decisions at all stages of the scheduling procedure. Based on a study with 35 test subjects 
and overall 105 hours of usability testing we verify that the use of the features improves both quality and 
practicability of the produced schedules. 

1 INTRODUCTION 

Scheduling solutions to support human decisions are 
widely asked for in several application domains. 
Very often these solutions turn out in practice to 
work as sociotechnical or mixed initiative systems. 
Numerous (human) agents and stakeholders as well 
as software systems are involved in decision making 
(Burstein and McDermott,  1997), (Wezel et al., 
2006). 

Problem Description. In this paper we focus 
practical scheduling problems. A fleet scheduling 
system serves as an example. It is to be included in 
an information system for water suppliers. The final 
product is sold to several companies, which have 
similar, but never uniform problems and workflows. 
The customers require interactive scheduling 
features including 

• adapting schedules during execution due to 
accidents that must be resolved immediately 
• adapting future schedules due to expert 
knowledge which was not included in the model a 
priori 
• allowing manual adaptation in order to evaluate 
different scenarios for parts of a future schedule. 
Another problem is the acceptance of the product 
by end-users. In interviews with human schedulers 
we have observed that 
• they fear that a system could replace their work 
and are reluctant to accept push-the-button-
optimizers 

• consequently they tend to find problems in the 
produced schedules, which can hardly be solved a 
priori through better modeling 
• it is inevitable that expert knowledge on the 
scheduling process is maintained in a company. 
 

From this point of view we must find appropriate 
ways to incorporate human factors in the computer-
supported scheduling process.  

Contribution. In order to target these 
requirements we define several human-computer 
interaction models based on an analysis of human 
decision-making. They can be distinguished by their 
level of automation that varies between manual and 
fully automatic.  

• We deduce a set of decision support (DSS) 
features from this analysis that can be combined to 
different human-computer interaction models. 
• We show that human operators should be able 
to choose the level of automation for each 
scheduling problem individually. 
• We compare the models based on an empirical 
study we carried out in 105 hours of usability 
testing with 35 test subjects. Our study shows that 
the quality of the produced schedules correlates 
with use and availability of the regarded features. 
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2 A SHORT INTRODUCTION 
INTO PRACTICAL 
SCHEDULING 

2.1 The Common Structure of 
Scheduling Problems 

The main concern of scheduling is the assignment of 
jobs to resources. Jobs are services that must be 
carried out by the resources, for example, items for 
production, items for transport or shifts in a hospital. 
Machines, vehicles and employees can be 
considered as resources. Scheduling systems are 
expected to solve combinatorial problems such as 
finding sequences or start times of jobs, good 
resource utilization, minimal makespan and many 
more. Solving these problems is complex (often NP-
complete) because solutions have to satisfy 
numerous constraints including 
 Start Time Constraints: 
For individual jobs, such as “each job has a time   
window that restricts earliest and latest possible start 
time”. 
Among several jobs, such as “jobs must not overlap 
in time if they are assigned to the same resource”. 
 Resource Constraints: 
For individual jobs, such as “each job has a set of 
resources it can be assigned to”. 
Among several jobs, such as “a limited set of 
resources can be used at a time”. 

Our case study in fleet scheduling is based on a 
formal model described by Kallehauge, Larsen, 
Madsen and Solomon (2005). In addition to meeting 
the constraints the goal of scheduling is to keep costs 
low and to minimize the execution time. The 
calculation of the costs is again application-specific. 
The objective functions of our fleet scheduling 
system are:  

a) The total travel time between each two jobs in 
the schedule (cost function) 
b) The time between the beginning of the first and 
the end of the last job in the schedule (execution 
time) 
The latter also addresses the common 

requirement of balancing the workload of the 
resources. Scheduling aims to find an arrangement 
of jobs that optimizes the current objective values 
and provides a good tradeoff between them. 

2.2 Preferences and Modifications 

We have gathered information about scheduling 
issues  in  several  projects  with  domain  experts  in  

scheduling. Each company has its specific technical 
requirements on their schedules. For example, a 
manufacturing company will define the sequence, in 
which items are processed on the assembly line. The 
individual start time and resource constraints reflect 
the physical conditions of the production system and 
thus have to be enforced as hard constraints.  

 However, the dispatchers also know the criteria 
that make their schedules practicable or 
impracticable and prefer certain schedules over 
others. Their preferences arise from dynamic 
changes in the operational requirements. Consider 
the following types of preferences: 
 Start Time Preferences: “start this job not until 
10 o’clock”; “start this job as early as possible”  
 Resource Preferences: “use resource X (not) for 
this job”; “use only half of the jobs for this resource” 
 Optimization Preferences: “reduce the travel 
time for this resource”; “reduce the overall execution 
time”; “change the weight of this objective function” 

Preferences like these are based on the 
experience of the human operators in their field of 
work (Fransoo et al., 2011). They have an idea of 
what an “optimal” schedule looks like in a particular 
situation. This also means that they are able to find 
optimization preferences in automatically produced 
schedules. In the most cases it is not obvious how to 
set the weight of multiple optimization goals in 
advance of the scheduling. Therefore humans derive 
them from existing schedules and use them for 
subsequent adaptations of parts or the whole 
schedule.  

In contrast to the hard constraints preferences 
include some uncertainty. It is not clear from the 
start whether and to what extent they can be 
incorporated. This depends on the impact they have 
on the overall schedule and particularly on how 
much the remaining jobs are changed. For example, 
if a preference is known before scheduling, the 
remaining jobs can be scheduled within the bounds 
of their hard constraints. However, this is more 
complicated, if the preference is applied to an 
existing schedule which only allows partial changes. 

In addition to preferences subsequent 
modifications of schedules play a big role in 
practical scheduling as well. For different reasons 
there might be unanticipated changes to schedules 
being carried out. For example, a schedule has to be 
adapted if a resource breaks down or a new job has 
to be included in case of an event. Again, there 
might be preferences about the best way to perform 
modifications. 
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2.3 Abstraction Levels of Scheduling 
Actions 

Human operators tend to have an intuition about 
how to adapt a schedule such that a preference is 
considered. They use mental models containing as 
much details of the system as needed to plan the 
scheduling actions that lead to the desired state of 
the schedule (St-Cyr and Burns, 2001), (Wezel et al., 
2006), and (Turban et al., 2010). The possible levels 
of detail a schedule provides can be represented in 
an abstraction hierarchy. 

TOTAL COST

JOBS
 RESOURCE 1 ...

JOBS
RESOURCE R

ORDER OF JOBS 
RESOURCE 1 ...

ORDER OF JOBS 
RESOURCE R

...JOB 1 JOB 2 JOB N

Schedule

Resources

Assignment

Sequencing

Jobs
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l 1
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l 2
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l 3

COST RESOURCE 1 ... COST RESOURCE RQuality

 
Figure 1: Abstraction levels for scheduling tasks. 

The hierarchy we chose is shown in Figure 1. 
From top to bottom, it reveals different levels of 
detail of a general schedule. At level 1 the only 
information used is the objective value of the overall 
schedule. The underlying level 2 reveals details of 
the sub-schedules for each resource including the 
assignment of jobs to vehicles and, zooming in 
further, the order of the particular jobs. The lowest 
level 3 contains the individual jobs that hold their 
start times and resources as properties. 

A scheduling action at a certain level can be 
defined without information of the underlying levels. 
Consider for instance the goal of changing the 
resource affiliation of a job. It is irrelevant for the 
human operator where the job is positioned within 
the sequence of jobs or at which time it starts.  
However, for the preference to take effect a decision 
about the start time has to be made in order to obtain 
a schedule that does not violate any hard constraints. 
That means, the level a preference targets and the 
level at which it is implemented can be different. We 
describe this with the term “loss of abstraction”. 

3 INVESTIGATING THE HUMAN 
CONTRIBUTION TO 
SCHEDULING 

Manual optimization of schedules is a monotonous 
job unsuitable for humans (Burstein and Holsapple, 
2008).  Due to the structure of the problems the 
number of valid positions for jobs is exponential 
(Burke and Kendall, 2005) which makes it difficult 
for the human to find the optimal costs. In contrast, 
it is important for the user to collect and interpret the 
data of schedules to find preferences and 
modifications. Having identified them, he 
participates in the adaptation of the schedule. 

3.1 Making Decisions 

The decisions about how identified preferences and 
modifications are incorporated should be left to the 
human in order to prevent problems of the kind we 
have described in section 1.   

3.1.1 Decision-making in General 

Scheduling can be modeled as decision process 
(Higgins, 1999) consisting of intelligence, design 
and choice (Turban et al., 2010). The intelligence 
phase involves the recognition of the problem at the 
start of the decision process. After that, possible 
solutions are evaluated in the design phase. The best 
alternative is finally selected in the choice step. We 
add a completion step, if the selected solution yet 
has to be completed.  If the completion step is still 
complex, a new decision process is triggered. The 
decision processes are chained that way until the 
task is accomplished.  

The decision process is influenced by skills and 
knowledge of the human. We distinguish skill-based 
(SBB), rule-based (RBB) and knowledge-based 
reasoning (KBB) (Rasmussen, 1983). As shown in 
Figure 2 RBB and SBB shorten the decision process.  

INTELLIGENCE

DESIGN

CHOICE

SBB COMPLETION

RBB

KBB

 
 Figure 2: Stages in decision-making and shortcuts. 

 

Design�of�Human-computer�Interfaces�in�Scheduling�Applications

221



Table 1: Types of reasoning. 

KBB No pattern can be used. Intelligent reasoning 
is required. KBB coincides with the design 
phase. 

RBB Familiar patterns in the data map to a rule that 
implies the action. 

SBB Perception is mapped to action directly. 

3.1.2 Decision-making in Scheduling 

The decision stages can be directly applied to human 
scheduling activities. 

Design: In the design stage the human operator 
compares alternative solutions for the task. 
Depending on the abstraction level this involves 
comparing 
• different schedules (level 1) 
• different assignments of jobs to resources(level 2 ) 
• different orders of jobs within a resource (level 2) 
Each considered alternative is evaluated with regard 
to optimality and practicability. 

However, only valid schedules can be evaluated. 
Due to the earlier mentioned “loss of abstraction” 
the human operator has to make decisions about the 
details below the abstraction level of the task. This 
leads to a new decision process in order to find a 
valid implementation of the solution to be 
considered. The original decision process is 
compromised, as the human must keep track of 
nested design stages at different levels. 

Choice and Completion: The human operator 
chooses the best suited schedule. If complete 
schedules are compared in the design stage the 
completion step can be omitted. 

It depends both on the experience of the human 
operator and on the characteristics of the task 
whether the decision process can be shortened by 
SBB or RBB. 

SBB: The scheduling task is a pure optimization 
of cost functions if no alternative solutions exist or if 
the preference is formulated as a hard constraint. 
Furthermore, typical modifications such as the 
addition of jobs sometimes do not require an 
evaluation in terms of practicability but only in 
terms of optimality and thus are skill-based.  

RBB: Applies, if the human operator deals with 
the task repeatedly or if there are best practices, such 
that the best suited alternative is known from 
experience. The human operator has to implement 
the chosen alternative in the completion step.  

4 DESIGN OF INTERACTIVE 
SCHEDULING INTERFACES 

4.1 Hypothesis for Optimal Decision 
Support 

It is an important issue for decision support to keep 
the human operator at the level of abstraction, that is 
related to his preference and to the current type of 
reasoning. For SBB and RBB the computer can 
undertake the whole work of optimizing at level 1. 
In KBB the scheduler should be able to test the 
outcome of decisions in the design phase while 
disregarding low-level constraints. To overcome the 
loss of abstraction the system has to provide the 
level of automation, that is needed for a particular 
action. 

We define the levels of automation according to 
the levels of abstraction shown in Figure 2. 

Level 3: This level requires the least amount of 
automation, as the human operator undertakes all 
decisions about start times, orders, resources and 
other properties of jobs. However, to prevent faulty 
decisions, the system should supervise the 
compliance with the underlying constraints. In doing 
so it is not sufficient to show an error message as 
soon as a constraint is violated. We rather suggest to 
visualize the scope of action already when the 
human is about to make a decision. According to the 
types of constraints in section 2.1 this means 
highlighting valid properties for the considered job 
that 

a) meet its individual constraints 
b) meet its constraints in relation to other jobs 

with regard to the state of the current schedule. This 
way the human does not have to make the effort to 
withdraw a faulty decision. 

Level 2: The human makes decisions on some 
selected properties of either individual jobs or the 
schedule only. The computer is required to solve the 
remaining properties such that 

a) all constraints are satisfied 
b) the schedule is optimal or at least good with 
regard to the cost function. 

This is especially important for KBB, as it allows 
the human operator to try and evaluate several 
assignments that are based on his manual decision. 
The portion of work of the computer increases with 
the sublevels as shown in Table 3. At the quality 
sublevel the human defines the cost function for the 
scheduling of one or more jobs. In case all jobs are 
chosen the decision support is equal to level 1. 
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Table 2: Properties assigned by human and computer at 
different sublevels of level 2. 

Sublevel Human Computer 

Sequencing resource, relative 
position, cost function start time 

Assignment resource, cost 
function 

relative 
position, start 

time 

Quality cost function 

resource, 
relative 

position, start 
time 

 
Level 1: Full automation is applied at this level. The 
human operator is only concerned about the cost 
function the computer should use to optimize the 
whole schedule.  

To sum up, the human operator decides, how 
much details he contributes to a change of the 
schedule. 

4.2 Interactive Decision Support 
Features 

We have designed a set of interaction features that 
can be used to build a scheduling interface providing 
the recommended decision support. They are 
described in Table 4. We neglect commonly used 
features like Undo/Redo, as they can be found in the 
standard literature about successful user interface 
design (Shneidermann, 2010). 

At level 3 we use colors to visualize the domain 
of the property of a job in the current schedule. For 
level 2 we suggest the use of controls that allow the 
human operator to select a group of jobs for 
optimization. This is a simple way to deal with 
optimization preferences, as different objective 
functions can be chosen for different groups. The 
FO-feature is suited for tasks at level 1.  

Fixation covers all three levels. It is the 
prerequisite for all other features, as it deals with the 
way the human operator enters a condition for a 
certain property in the interface. Having done this 
the computer considers the condition in optimizing 
or constraint highlighting. Properties that are not 
fixed to a certain value can be automatically 
resolved with level 2 and level 1 features.  

Furthermore, fixation allows keeping decisions 
made at lower levels when using features at higher 
levels. For example, if the human operator modifies 
some jobs with the help of ECH and FIT, he can fix 
their properties at level 3. If FO is applied 
afterwards, the modified jobs are not changed 
anymore. Figure 3 shows the abstraction levels the 
features belong to.  

Table 3: Decision support features. 

Full Optimization 
(FO) 

A control to optimize the whole 
schedule. It allows choosing 
from various built-in cost 
functions. 

Single Job 
Optimization (SJO) 

The interface allows to select a 
single job in the schedule and 
triggers automatic optimization 
of its position. Remaining jobs 
in the schedule are kept 
unchanged. 

Resource 
Optimization (RO) 

Like SJO. All jobs belonging to 
the same resource can be 
selected at once. 

Group Optimization 
(GO) 

Like SJO. Any group of jobs 
from different resources can be 
selected. 

Fit-in (FIT) 

The interface allows the user to 
define the position of a job 
within the sequence and looks 
for a valid start time. 

Constraint 
Highlighting (CH) 

The interface recognizes the 
intention to change a property 
of a job and colors possible 
values 
red, if they are invalid 
green, if they are valid 
with regard to constraints of the 
individual job. 

Enhanced 
Constraint 

Highlighting (ECH) 

Additional to CH: values of 
properties, that violate 
constraints in relation to other 
jobs are colored 
yellow, if the value can be 
applied as soon as the properties 
of conflicting jobs are adapted 
grey, if the value can never be 
applied in conjunction with the 
conflicting jobs. 

Fixation (FIX) 

The interface allows the direct 
input of the desired properties 
of one or more jobs. They are 
turned into additional 
constraints to be considered by 
all features. 

4.3 Example Interfaces 

Our hypothesis does not include recommendations 
about how to support the identification of 
preferences and modifications. This is an issue for 
the graphical information visualization of the 
specific scheduling application. It should follow the 
principles of Ecological Interface Design (Vicente, 
2002), (Vicente and Rasmussen, 1992) and display 
information according to the abstraction hierarchy. 
We show two example interfaces that include our 
recommended DSS features. 
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Figure 3: DSS features at different abstraction levels. 

4.3.1 Fleet Scheduling 

The interface used in our experiments is sketched in 
Figure 4. We decided to use a Gantt chart, as it 
clearly shows the sequence of jobs in time and the 
travel times between them. This makes it easy to 
analyze start times and resources of jobs in order to 
derive certain preferences. For further support we 
provide a map.  

The human operator can move the jobs per Drag 
and Drop. If he starts dragging constraint 
highlighting is applied to the Gantt chart: the colors 
of the positions show whether there are time window 
conflicts or overlaps with other jobs in case the job 
is dropped there. A job can be dropped at any 
position colored green or yellow, in the latter case 
the fit-in feature can be used to put the job correctly 
in the sequence.  

 

Furthermore SJO, RO and GO are available 
through context menus and provide the two cost 
functions introduced in section 2.1. Scheduling 
preferences can be defined in property dialogs and 
by using the pin (FIX) that fixes both start time and 
resource of a job. A button to create schedules from 
scratch (FO) is also provided. 

4.3.2 Nurse Rostering 

A possible interface for nurse rostering is shown in 
Figure 5. In contrast to the vehicle routing interface 
the jobs are not grouped by their resource (nurse), 
but by the shift they belong to. Each shift requires a 
certain number of nurses which corresponds to the 
number of jobs that must be included. The cost 
function usually deals with considering the 
preferences of the individual nurses.  

The start time of a shift determines the start 
times of the associated jobs. Their resources can be 
chosen from a drop-down menu, whose entries are 
colored according to CH and ECH. For example, if a 
nurse had a night shift the day before it must not be 
assigned to the early shift due to legal requirements. 

However, if the selection of this nurse is colored 
yellow, the human operator is able to ask the system 
to reschedule the day before such that the early shift 
becomes valid. Furthermore the interface contains 
features to select a group of jobs (SJO, GO) or the 
whole schedule (FO) for automatic optimization. In 
this case fixed nurses (FIX) are kept unchanged.  
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Figure 4: Interface Design for Vehicle Routing. 
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Figure 5: Interface design for Nurse Rostering. 

5 EVALUATION OF THE 
DECISION SUPPORT 

5.1 Combining DSS Features to 
Interaction Models 

In order to prove our claims from section 1 it 
remains to provide an empirical evaluation of 
a) the suitability of the features for performing 
scheduling tasks at different abstraction levels 
b) the quality that can be achieved in terms of the 
cost function. 

For this we combine DSS features to 5 
interaction models located at different abstraction 
levels. They are shown in Table 5.  

Model 1/2:  manual scheduling at level 3 
Model 3:  FO at level 1, subsequent manual 

modifications at level 3 are allowed, fixation is not 
allowed 

Model 4: like model 3, fixation is allowed 
Model 5: level 2, fixation can be achieved 

indirectly by excluding manually positioned jobs 
from optimization groups.  

Several test tasks with scheduling preferences at 
different abstraction levels are carried out by peer 
groups. Each model is used for each task. 

5.2 Setup of the Usability Test 

We have formed 5 test groups each consisting of 7 
students from different faculties of our institution. 
The subjects were asked to perform 6 scheduling 
tasks. The models available for the particular tasks 

were dependent on the test group. We determine the 
best model for each task by comparing the average 
performance and confidence interval in the 
following metrics: accumulated travel time, task 
completion, time effort, number of undo operations 
and number of manual interactions. The tests took 3 
hours per participant including a briefing of 30 
minutes at the start. The maximum duration for each 
task was set to 15 minutes. 

5.2.1 Design of the Test Tasks 

The participants had no experiences in scheduling. 
Therefore the relevant scheduling preferences that 
would otherwise arise from the expert knowledge of 
the scheduler had to be predefined for each task.  

1. Schedule a set of jobs such that the total travel 
time is minimized and the workload1 is balanced 
between the resources. For some jobs there are 
precedence constraints (level 2 sequencing). 
2. Schedule a set of jobs such that the total travel 
time is minimized and the workload is balanced. 
For some jobs fixed start times and resources are 
given (level 3). 
3. An additional vehicle is to be utilized. Change 
the given schedule such that some suitable jobs are 
assigned to it (level 2 assignment). 
4. An event occurs and requires an additional job. 
The working schedule must include the job as 
early as possible, but it has to remain unchanged 
until 10 o’clock (level 3).  

                                                 
1 The workload corresponds to the total number of jobs that a 
resource has to carry out. 
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5. Schedule a set of jobs such that the total travel 
time is minimized and the workload is balanced. 
Jobs beyond the German-Polish border must be 
carried out in one piece (level 2 sequencing). 
6. Change the current schedule such that vehicle 3 
finishes work at 12 o’clock. Remaining jobs have 
to be assigned to other vehicles (level 2 
assignment). 

The tasks are to be carried out with 4 vehicles 
and about 25 predefined jobs. All jobs have time 
window and resource constraints. The participants 
always have to strive for a compromise between low 
travel time and balanced workload (level 2 
quality/level 1).  

5.2.2 Assignment of Test Groups to 
Interaction Models  

The table below shows the distribution of test 
persons to different models. The models are divided 
into two areas: manual optimization (model 1 and 2) 
and automated optimization (models 3, 4 and 5). The 
participants first carried out their tasks manually and 
then repeated them with the help of automatic 
features. 

The assignment of models to groups changes 
from task to task. This ensures that each group deals 
at least one time with each interaction model. We 
assigned fewer participants to models that were 
expected to be very difficult (model 1 and the model 
without any features) or discouraging for the test 
subjects. 

Table 4: Example peer groups and models for task 1. 

Model Features Persons Group 
(Task 1) 

- - 7 1 
Model 1 CH 7 2 
Model 2 ECH 21 3,4,5 
Model 3 FO + ECH 7 1 
Model 4 FO + FIX + ECH 14 2,3 

Model 5 SJO + GO + RO + 
FIX + FIT + ECH 14 4,5 

5.3 Results 

5.3.1 Usability Metric 1: Travel Time 

In Figure 9-13 the achieved qualities of the 
schedules are shown for each particular task. The 
average qualities are influenced by the number of 
successfully completed tasks. Both task 6 and task 1 
turned out to be insoluble for our testers in 15 

minutes if no decision support was provided. 
Consequently, we cannot present further results.  

Level 3 Tasks: The results for task 2 and 4 are 
shown in Figures 6 and 7. The schedules created 
with level 3-features only were worse than those 
created with higher-level-features. This confirms the 
assumption that skill-based scheduling tasks should 
be carried out by the computer. CH and ECH help 
the human to find a scheduling decision for some 
jobs, but are not sufficient for creating complete 
schedules.  

Comparing models 3 and 4, the quality decreases 
if fixation is not allowed.  This suggests that 
preferences should be incorporated in advance (FIX) 
rather than after automated optimization.  

Left error interval: confidence (90 %) 
Right error interval: standard deviation 

 

Figure 6: Mean travel time – task 2. 

Left error interval: confidence (90%) 
Right error interval: standard deviation 

 

Figure 7: Mean travel time – task 4 (task 5 is very similar). 

Level 2 Tasks: The results for tasks 1, 3, 5 and 6 are 
shown in Figures 7, 8, 9 and 10. They are similar to 
those for the level 3 tasks. The best schedules mostly 
result from models 4 and 5. There is no significant 
difference in the performance of the two models, 
which applies to all test tasks too. 
 The overall ranking of the models is shown in 
Figure 11 (1 is the best, 6 the worst rank). It 
confirms the assumption that models 4 and 5 
generally provide the best decision support. 
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Figure 8: Mean travel time – task 1. 

 

  Left error interval: confidence (90 %) 
Right error interval: standard deviation 

 
Figure 9: Mean travel time – task 3. 

Left error interval: confidence 
(90%) Right error interval: std.-dev. 

 

 
Figure 10: Mean travel time – task 6. 

5.3.2 Usability Metric 2: Task Success 

The number of participants that have managed to 
obtain a solution is shown in Figure 12. A task was 
considered successful, if the schedule did not violate 
any time window or resource constraints and the 
scheduling preferences were fulfilled. 

With models 1, 2 and “None” many participants 
ran into dead-ends, where they were not able to 
insert further jobs in the clipboard. In this case 
model 2 merely depicted a grey Gantt chart 
background.  They would have to manually 
backtrack former decisions. However, testers would 
rather give up at this point.  

 
Figure 11: Ranking of the models averaged over the tasks. 

 
Figure 12: Rate of successful task completion. 

 
Figure 13: Average task duration. 

5.3.3 Usability Metric 3: Task Duration 

The average time, users required to solve the tasks 
(deadline was 15 minutes) is shown in Figure 13. 
Although the time needed with no model is 
particularly high, in general the models have a high 
variance in their execution time. How much time a 
test person spent to fulfill a task was strongly 
dependent on his motivation and ideas to improve 
the schedule. The runtime of the system to solve the 
scheduling problem was negligible. 

5.3.4 Metric 4: Interaction Frequency 

Figure 14 shows the number of undo operations 
averaged over the number of participants. Models 4 
and 5 have a strikingly high occurrence of undo, 
which refers to the general behavior in the design 
phase, if there are high-level scheduling features. It 
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consists of alternately applying and reversing 
automated scheduling features until a satisficing 
solution is found. Model 1 has a small peak in undo-
operations, as there is no aid to predict if an 
operation will be feasible. Model 2 compensates for 
this with the background-color grey. 

 
Figure 14: Average number of undo operations. 

 
Figure 15: Average number of manual operations. 

Figure 18 shows the average number of manual 
operations (drag and drop of jobs). As expected the 
manual effort is the higher, the less support is 
provided. However, manual scheduling is not 
completely replaced by automated features, as the 
user performs subsequent changes or sets certain 
jobs according to his ideas.  

6 CONCLUSIONS 

We proposed 8 interaction features to enhance 
human interaction in scheduling. These features 
were evaluated in a quantitative study (usability test) 
with regard to 4 relevant metrics. The results are: 

1. The practicability of resulting schedules 
improves with features to manually fixate, reorder 
and optimize groups of jobs. 

2. The success rate (solved tasks in given time) is 
highly influenced by the availability of automated 
scheduling features. 

3. Automated scheduling features encourage the 
user to explore his scope of action on the basis of 
trial and error (optimize - undo). 
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Abstract: This paper presents an approach for speeding up the convergence of adaptive intelligent agents using reinforce-
ment learning algorithms. Speeding up the learning of an intelligent agent is a complex task since the choice
of inadequate updating techniques may cause delays in the learning process or even induce an unexpected
acceleration that causes the agent to converge to a non-satisfactory policy. We have developed a technique for
estimating policies which combines instance-based learning and reinforcement learning algorithms in Marko-
vian environments. Experimental results in dynamic environments of different dimensions have shown that the
proposed technique is able to speed up the convergence of the agents while achieving optimal action policies,
avoiding problems of classical reinforcement learning approaches.

1 INTRODUCTION

Markov Decision Processes (MDP) are a popular
framework for sequential decision-making for single
agents, when agents’ actions have stochastic effect on
the environment state and need to learn how to ex-
ecute sequential actions. Adaptive intelligent agents
emerge as an alternative to cope with several com-
plex problems including control, optimization, plan-
ning, manufacturing and so on. A particular case is
an environment where events and changes in policy
may occur continuously (i.e., dynamic environment).
A way of addressing such a problem is to use Rein-
forcement Learning (RL) algorithms, which are often
used to explore a very large space of policies in an
unknown environment by trial and error. It has been
shown that RL algorithms, such as the Q-Learning al-
gorithm (Watkins and Dayan, 1992), converge to opti-
mal policies when a large number of trials are carried
out in stationary environments (Ribeiro, 1999).

Several works using RL algorithms and adaptive
agents in different applications can be found in the
literature (Tesauro, 1995; Strehl et al., 2009; Zhang
et al., 2010). However, one of the main drawbacks of
RL algorithms is the rate of convergence which can
be too slow for many real-world problems, e.g.

traffic environments, sensor networks, supply chain
management and so forth. In such problems, there is
no guarantee that RL algorithms will converge, since
they were originally developed and applied to static
problems, where the objective function is unchanged
over time. However, there are few real-world prob-
lems that are static, i.e. problems in which changes
in priorities for resources do not occur, goals do not
change, or where there are tasks that are no longer
needed. Where changes are needed through time, the
environment is dynamic.

In such environments, several approaches for
achieving rapid convergence to an optimal pol-
icy have been proposed in recent years (Price and
Boutilier, 2003; Bianchi et al., 2004; Comanici and
Precup, 2010; Banerjee and Kraemer, 2010). They
are based mainly on the exploration of the state-action
space, leading to a long learning process and requir-
ing great computational effort.

To improve convergence rate, we have developed
an instance-based reinforcement learning algorithm
coupled with conventional exploration strategies such
as the e-greedy (Sutton and Barto, 1998). The algo-
rithm is better able to estimate rewards, and to gen-
erate new action policies, than conventional RL algo-
rithms. An action policy is a function mapping states
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to actions by estimating a probability that a state s0

can be reached after taking action a in state s.
In MDP, algorithms attempt to compute a policy

such that the expected long-term reward is maximized
by interacting with an environment (Ribeiro, 1999).
The approach updates into state-action space the re-
wards of unsatisfactory policies generated by the RL
algorithm. States with similar features are given sim-
ilar rewards; rewards are anticipated and the number
of iterations in the Q-learning algorithm is decreased.

In this paper we show that, even in partially-
known and dynamic environments, it is possible to
achieve a policy close to the optimal very quickly. To
measure the quality of our approach we use a station-
ary policy computed previously, comparing the return
from our algorithm with that from the stationary pol-
icy, as in (Ribeiro et al., 2006).

This article is organized as follows: Section 2 in-
troduces the RL principles and the usage of heuristics
to discover action policies. The technique proposed
for dynamic environments is presented in Section 3
where we also discuss the Q-Learning algorithm and
the k-Nearest Neighbor (k-NN) algorithm. Section
4 gives experimental results obtained using the pro-
posed technique. In the final section, some conclu-
sions are stated and some perspectives for future work
are discussed.

2 BACKGROUND AND
NOTATION

Many real-life problems such as games (Jordan et al.,
2010; Amato and Shani, 2010), robotics (Spaan and
Melo, 2008), traffic light control (Mohammadian,
2006; Le and Cai, 2010) or air traffic (Sislak et al.,
2008; Dimitrakiev et al., 2010), occur in dynamic en-
vironments. Agents that interact in this kind of envi-
ronment need techniques to help them, e.g., to reach
some goal, to solve a problem or to improve perfor-
mance. However because individual circumstances
are so diverse, it is difficult to propose a generic ap-
proach (heuristics) that can be used to deal with every
kind of problem. Environment is the world in which
an agent operates.

A dynamic environment consists of changing sur-
roundings in which the agent navigates. It changes
over time independent of agent actions. Thus, un-
like the static case, the agent must adapt to new sit-
uations and overcome possibly unpredictable obsta-
cles (Firby, 1989; Pelta et al., 2009). Traditional plan-
ning systems have presented problems when dealing
with dynamic environments. In particular, issues such
as truth maintenance in the agent’s symbolic world

model, and replanning in response to changes in the
environment, must be addressed.

Predicting the behavior (i.e., actions) of an adap-
tive agent in dynamic environments is a complex
task. The actions chosen by the agent are often unex-
pected, which makes it difficult to choose a good tech-
nique (or heuristic) to improve agent performance. A
heuristic can be defined as a method that improves
the efficiency in searching a problem solution, adding
knowledge about the problem to an algorithm.

Before discussing related work, we introduce the
MDP which is used to describe our domain. A MDP
is a tuple (S;A;¶a

s;s0 ;R
a
s;s0 ;g) where S is a discrete set

of environment states that can be composed by a se-
quence of state variables < x1;x2; :::;xy >. An episode
is a sequence of actions a 2 A that leads the agent
from a state s to s0. ¶a

s;s0 is a function defining the
probability that the agent arrives in state s0 when an
action a is applied in state s. Similarly, Ra

s;s0 is the re-
ward received whenever the transition ¶a

s;s0 occurs and
g 2 f0:::1g is a discount rate parameter.

A RL agent must learn a policy Q : S ! A that
maximizes its expected cumulative reward (Watkins
and Dayan, 1992), where Q(s;a) is the probability of
selecting action a from state s. Such a policy, denoted
as Q�, must satisfy Bellman’s equation (Sutton and
Barto, 1998) for each state s 2 S (Equation 1).

Q(s;a) R(s;a)+ gå
s0

¶(s;a;s0)�maxQ(s0;a) (1)

where g weights the value of future rewards and
Q(s;a) is the expected cumulative reward given for
executing an action a in state s. To reach an optimal
policy (Q�), a RL algorithm must iteratively explore
the space S�A updating the cumulative rewards and
storing such values in a table Q̂.

In the Q-learning algorithm proposed by Watkins
(Watkins and Dayan, 1992), the task of an agent is to
learn a mapping from environment states to actions
so as to maximize a numerical reward signal. The
algorithm approaches convergence to Q� by applying
an update rule (Equations (2)(3)) after a time step t:

v gmaxQt(st+1;at+1)�Qt(st ;at) (2)

Qt+1(st ;at) Qt(st ;at)+a[R(st ;at)+ v] (3)

where V is the utility value to perform an action a in
state s and a 2 f0;1g is the learning rate.

In dynamic environments such as traffic jams, it
is helpful to use strategies like e-greedy exploration
(Sutton and Barto, 1998) where the agent selects an
action with the greatest Q value with probability 1�e.
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In some Q-Learning experiments, we have found that
the agent does not always converge during training
(see Section 4). To overcome this problem we have
used a well known Q-Learning property: actions can
be chosen using an exploration strategy. A very com-
mon strategy is random exploration, where an action
is randomly chosen with probability e and the state
transition is given by Equation 4.

Q(s) =
�

maxQ(s;a) ,i f q > e

arandom ,otherwise (4)

where q is a random value with uniform probabil-
ity in [0;1] and e 2 [0;1] is a parameter that defines
the exploration trade-off. The greater the value of e,
the smaller is the probability of a random choice, and
arandom is a random action selected among the possi-
ble actions in state s.

Several authors have shown that matching some
techniques with heuristics can improve the perfor-
mance of agents, and that traditional techniques, such
as e-greedy, yield interesting results (Drummond,
2002; Price and Boutilier, 2003; Bianchi et al., 2004).
Bianchi (Bianchi et al., 2004) proposed a new class
of algorithms aimed at speeding up the learning of
good action policies. An RL algorithm uses a heuris-
tic function to force the agent to choose actions during
the learning process. The technique is used only for
choosing the action to be taken, while not affecting
the operation of the algorithm or modifying its prop-
erties.

Butz (Butz, 2002) proposes the combination of an
online model learner with a state value learner in a
MDP. The model learner learns a predictive model
that approximates the state transition function of the
MDP in a compact, generalized form. State values are
evaluated by means of the evolving predictive model
representation. In combination, the actual choice of
action depends on anticipating state values given by
the predictive model. It is shown that this combina-
tion can be applied to increase further the learning of
an optimal policy

Bianchi et al. (Bianchi et al., 2008) improved ac-
tion selection for online policy learning in robotic sce-
narios combining RL algorithms with heuristic func-
tions. The heuristics can be used to select appropri-
ate actions, so as to guide exploration of the state-
action space during the learning process, which can
be directed towards useful regions of the state-action
space, improving the learner behavior, even at initial
stages of the learning process.

In this paper we propose going further in the use
of exploration strategies to achieve a policy closer to
the Q�. To do this we have used policy estimation
techniques based on an instance learning, such as the

k-Nearest Neighbors (k-NN) algorithm. We have ob-
served that is possible to reuse previous states, elimi-
nating the need of a prior heuristic.

3 K-NR: INSTANCE-BASED
REINFORCEMENT LEARNING
APPROACH

In RL, learning takes place through a direct interac-
tion of the algorithm with the agent and the environ-
ment. Unfortunately, the convergence of the RL al-
gorithms can only be reached after an exhaustive ex-
ploration of the state-action space, which usually con-
verges very slowly. However, the convergence of the
RL algorithm may be accelerated through the use of
strategies dedicated to guiding the search in the state-
action space.

The proposed approach, named k-Nearest Rein-
forcement (k-NR), has been developed from the ob-
servation that algorithms based on different learning
paradigms may be complementary to discover action
policies (Kittler et al., 1998). The information gath-
ered during the learning process of an agent with the
Q-Learning algorithm is the input for the k-NR. The
reward values are calculated with an instance-based
learning algorithm. This algorithm is able to accumu-
late the learned values until a suitable action policy is
reached.

To analyze the convergence of the agent with the
k-NR algorithm, we assume a generative model gov-
erning the optimal policy. With such a model it is pos-
sible to evaluate the learning table generated by the
Q-Learning algorithm. To do this, an agent is inserted
into a partially known environment with the following
features:

1. Q-Learning Algorithm: learning rate (a), dis-
count factor (g) and reward (r);

2. Environment E: the environment consists of a
state space where there is an initial state (sinitial), a
goal state (sgoal) and a set of actions A=f", #,!,
 g, where ", #, !,  mean respectively east,
south, north and west (Figure 1).

A state s is an ordered pair (x;y) with positional
coordinates on the axis X and Y respectively. In other
words, the set of states S represents a discrete city
map. A status function st : S! ST maps states and
traffic situations where ST = f-0.1, -0.2, -0.3, -0.4
, -1.0, 1.0 )g, where -0.1, -0.2, -0.3, -0.4, -1.0 and
1.0 mean respectively free, low jam, jam or unknown,
high jam, blocked, and goal. After each move (tran-
sition) from state s to s0 the agent knows whether its
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Figure 1: Environment: An agent is placed at random positions in the grid, having a visual field depth of 1.

action is positive or negative through the rewards at-
tributed by the environment. Thus, the reward for a
transition ¶a

s;s0 is st(s0) and Equations (2) (3) is used as
update function. In other words, the agent will know
if its action has been positive if, having found itself
in a state with traffic jam, its action has led to a state
where the traffic jam is less severe. However, if the
action leads the agent to a more congested status then
it receives a negative reward.

The pseudocode to estimate the values for the
learning parameters for the Q-Learning using the k-
NR is presented in Algorithm 1. The following defi-
nitions parameters are used in such an algorithm:

� a set S = fs1; : : : ;smg of states;

� an instant discrete steps step = 1;2;3; :::;n;

� a time window Tx that represents the learning time
(cycle(x) of steps);

� a set A = fa1; : : : ;amg of actions, where each ac-
tion is executable in a step n;

� a status function st : S ! ST where ST =
f�1;�0:4;�0:3;�0:2;�0:1g;

� learning parameters: a=0.2 and g=0.9;

� a learning table QT : (S�A)! R used to store
the accumulative rewards calculated with the Q-
Learning algorithm;

� a learning table kT : (S�A)!R used to store the
reward values estimated with the k-NN;

� #changes is the number of changes in the environ-
ment.

3.1 k-NN and k-NR

The instance-based learning paradigm determines the
hypothesis directly from training instances. Thus, the
k-NN algorithm saves training instances in the mem-
ory as points in an n-dimensional space, defined by
the n attributes which describe them (Aha et al., 1991;
Galvn et al., 2011). When a new instance must be
classified, the most frequent class among the k near-
est neighbors is chosen. In this paper the k-NN algo-
rithm is used to generate intermediate policies which
speed up the convergence of RL algorithms. Such an
algorithm receives as input a set of instances gener-
ated from an action policy during the learning stage
of the Q-Learning. For each environment state, four
instances are generated (one for each action) and they
represent the values learned by the agent. Each train-
ing instance has the following attributes:
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1. attributes for the representation of the state in the
way of the expected rewards for the actions: north
(N), south (S), east (E) and west (W);

2. an action and;

3. reward for this action.

Table 1 shows some examples of training in-
stances.

Algorithm 2 shows that the instances are com-
puted to a new table, denoted as kT , which stores the
values generated by the k-NR with the k-NN. Such
values represent the sum of the rewards received with
the interaction with the environment. Rewards are
computed using Equation 6 which calculates the sim-

Algorithm 1: Policy estimation with k-NR.

Require: Learning Table: QT (s;a);
kT (s;a); S=fs1, ..., smg; A=fa1, ..., amg
st: S! ST;
Time window Tx;
Environment E;

Ensure:
1. for all s 2 S do
2. for all a 2 A do
3. QT (s;a) 0;
4. kT (s;a) 0;
5. end for
6. end for
7. while not stop condition() do
8. CHOOSE s 2 S, a 2 A
9. Update rule:

10. Qt+1(st ,at)  Qt (st ,at )+a[R(st ,at )+v]
where,

11. v gmaxQt (st+1,at+1)�Qt (st ;at )
12. step step + 1;
13. if step < Tx then
14. GOTOf8g;
15. end if
16. if changes are supposed to occur then
17. for I 1 to #changes do
18. Choose s 2 S
19. st(s) a new status st 2 ST;
20. end for
21. Otherwise continue()
22. end if
23. k-NR(Tx;s;a); // Algorithm 2
24. for s 2 S do
25. for a 2 A do
26. QT (s;a) kT (s;a)
27. end for
28. end for
29. end while
30. return (.,.);

Algorithm 2: k-NR(Tx;s;a).

1: for all s 2 S and s 6= sgoal do
2: costQT cost(s, sgoal , QT)
3: costQ�  cost(s, sgoal , Q�)
4: if costQTs 6= costQ�s then
5:

kT (s;a) å
k
i=1 HQi(:; :)

k
(5)

6: end if
7: end for
8: return (kT (s;a))

ilarity between two training instances~si and ~sm.

f (~si; ~sm) =
å

x
x=1(six � smx)

å
x
x=1 s2

ix �å
x
x=1 s2

mx

(6)

The cost function (Equation 7) calculates the cost
for an episode (path from a current state s to the state
sgoal based on the current policy).

cost(s;sgoal) =

sgoal

å
s2S

0:1+
sgoal

å
s2S

st(s) (7)

Equation 5 used in Algorithm 2 shows how the
k-NN algorithm can be used to generate the arrange-
ments of training instances: here, kT (s;a) is the es-
timated reward value for a given state s and action a,
k is the number of nearest neighbors, and HQi(:; :) is
the i-th existing nearest neighbor in the set of training
instances generated from QT (s;a).

Using the k-NR, the values learned by the Q-
Learning are stored in the kT table. This contains the
best values generated by the Q-Learning and the val-
ues that have been estimated by the k-NR.

We have evaluated different ways of generating
the arrangements of instances for the k-NN algorithm
with the aim of finding the best training sets. First,
we used the full arrangement of instances generated
throughout runtime. Second, instances generated in-
side n time windows were selected, where A[T (n)] de-
notes an arrangement of T (n) windows. In this core,
each window generates a new arrangement and previ-
ously instances are discarded. We have also evaluated
the efficiency rate considering only the arrangement
given by the last window A[T (last)]. Finally, we have
evaluated the efficiency rate of the agent using the
last arrangement calculated by the k-NN algorithm -
A[T (last);T (k�NN)]. The results on these different con-
figurations for generating instances are shown in Sec-
tion 4.

Unified�Algorithm�to�Improve�Reinforcement�Learning�in�Dynamic�Environments�-�An�Instance-based�Approach

233



Table 1: Training instances.

State Reward Reward Reward Reward Action Reward
(x,y) (N) (S) (E) (W) Chosen Action
(2,3) -0.875 -0.967 0.382 -0.615 (N) -0.875
(2,3) -0.875 -0.968 0.382 -0.615 (S) -0.968
(2,3) -0.875 -0.968 0.382 -0.615 (W) 0.382
(2,3) -0.875 -0.968 0.382 -0.615 (E) -0.615
(1,2) -0.144 1.655 -0.933 0.350 (N) -0.144
: : : : : : : : : : : : : : : : : : : : :

4 EXPERIMENTAL RESULTS

In this section we present the main results obtained
from using the k-NR and Q-Learning algorithms. The
experiments were carried out in dynamic environ-
ments with three different sizes as shown in Figure 2:
16 (4�4), 25 (5�5) and 64 (8�8) states. Note that a
number of states S can generate a long solution space,
in which the number of possible policy is jAjjsj.

(a)

(b)

(c)

Figure 2: Simulated environments: (a) 16-state, (b) 25-
state, (c) 64-state.

For each size of environment, ten different config-
urations were arbitrarily generated to simulate real-
world scenarios. The learning process was repeated
twenty times for each environment configuration to

evaluate the variations that can arise from the agent’s
actions which are autonomous and stochastic. The re-
sults presented in this section for each environment
size (16, 25, and 64) are therefore average values over
twenty runs. The results do not improve significantly
when more scenarios are used (�2.15%). The effi-
ciency of the k-NR and Q-Learning algorithms (Y axis
in figures) takes into account the number of successful
outcomes of a policy in a cycle of steps. We evaluated
the agent’s behavior in two situations:

1. ]percent of changes (10, 20, 30) in environment
for a window Tx=100. In 64-state environments
the changes were inserted after each 1000 steps
(Tx=1000) because in dynamic environments such
large environments require many steps to reach a
good intermediary policy.

2. ]percent of changes in environment after the agent
finds its best action policy. In this case, we use the
full arrangement of learning instances A[Tx], be-
cause it gave the best results.

The changes were simulated considering real traf-
fic conditions such as: different levels of traffic jams,
partial blocking and free traffic for vehicle flowing.
We also allowed for the possibility that unpredictable
factors may change traffic behavior, such as accidents,
route changing or roadway policy, collisions in traffic
lights or intersections, and so on. Changes in the envi-
ronment were made as follows: for every Tx window,
the status of a number of positions is altered random.
Equation 8 is used to calculate the number of altered
states (]changes) in Tx.

]changes(Tx) =

�
]states

100

�
� ]percent (8)

We observed in initial experiments, that even with
a low change rate in the environment, the agent with
Q-Learning has trouble converging without the sup-
port of exploration strategies.

To solve this problem, we used the Q-Learning to-
gether with the e-greedy strategy, which allows the
agent to explore states with low rewards. With such a
strategy, the agent starts to re-explore the states that
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underwent changes in their status. More detail of
the e-greedy strategy in others scenarios are given in
(Ribeiro et al., 2006). It can be seen from this ex-
periment that the presence of changed states in an ac-
tion policy may decrease the agent’s convergence sig-
nificantly. Thus, the reward values that would lead
the agent to states with positive rewards can cause
the agent to search over states with negative rewards,
causing errors. In the next experiments we therefore
introduce the k-NR.

4.1 k-NR Evaluation

We used the k-NR to optimize the performance of Q-
Learning. The technique was applied only to the envi-
ronment states where changes occur. Thus, the agent
modifies its learning and converges more rapidly to a
good action policy. Figure 3 shows how this mod-
ification in the heuristic affects convergence of Q-
Learning. However using k-NR, the agent rapidly
converges to a good policy, because it uses reward val-
ues that were not altered when the environment was
changed.

It is seen that the proposed approach may acceler-
ate convergence of the RL algorithms, while decreas-
ing the noise rate during the learning process. More-
over, in dynamic environments the aim is to find al-
ternatives which decrease the number of steps that the
agent takes until it starts to converge again. The k-NR
algorithm causes the agent to find new action policies,
for the states that have had their status altered by the
reward values of unaltered neighbor states. In some
situations, the agent may continue to convergeeven
after a change of the environment. This happens be-
cause some states have poor reward values (values
that are either too high or too low) as a consequence
of too few visits, or too many. Therefore, such states
must be altered by giving them more appropriate re-
ward values.

To observe the behavior of the agent in other situ-
ations, changes were introduced into the environment
only after the agent finds its near-optimal policy (a
policy is optimal when the agent knows the best ac-
tions). The aim is to analyze the agent’s performance
when an optimal or near-optimal policy has been dis-
covered, and to observe the agent’s capacity then to
adapt itself to a modified environment.

Enembreck et al. (Enembreck et al., 2007) have
shown that this is a good way to observe the behavior
of an adaptive agent. We have analyzed the agent’s
adaptation with the k-NR and Q-Learning algorithms.
The Q-Learning presents a period of divergence (after
some changes were generated), usually a decreasing
performance (Figure 4). However, after a reasonable

(a)

(b)

(c)

Figure 3: Performance of the K-NR and Q-Learning algo-
rithms in a: (a) 16-state environment, (b) 25-state environ-
ment, (c) 64-state environment.

number of steps, it is seen that there is again con-
vergence to a better policy, as happens when learn-
ing begins and performance improves. The decreas-
ing performance occurs because Q-Learning needs to
re-explore all the state space, re-visiting states with
low rewards to accumulate better values for the future.
The e-greedy strategy helps the agent by introducing
random actions so that local maxima are avoided. For
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example, a blocked state that changed to low jam must
have negative rewards and would no longer be visited.

(a)

(b)

(c)

Figure 4: Agent adaptation using the Q-Learning in a: (a)
16-state environment, (b) 25-state environment, (c) 64-state
environment.

We used the k-NR algorithm with heuristic to op-
timize agent performance with the methodology dis-
cussed in Section 2, which uses instance-based learn-
ing in an attempt to solve the problem described in the
previous subsection. The heuristic has been applied
only to the environment states where changes occur.
Thus, the heuristic usually caused the agent to mod-
ify its learning and converge more rapidly to a good
action policy.

Figure 4 also shows that the Q-Learning does not
show uniform convergence when compared with k-

(a)

(b)

(c)

Figure 5: Agent adaptation using the k-NR in a: (a) 16-state
environment, (b) 25-state environment, (c) 64-state environ-
ment.

NR (Figure 5). This occurs because the k-NR algo-
rithm uses instance-based learning, giving superior
performance and speeding up its convergence. The
k-NR is able to accelerate the convergence because
the states that have had their status altered were esti-
mated from similar situations observed in the past, so
that states with similar features have similar rewards.

Table 2 shows the number of steps needed for the
agent to re-find its best action policy. It is seen that
k-NR performs better than standard Q-Learning. In
16-state environments, the agent finds its best policy
of actions with 150 steps using the Q-Learning algo-
rithm and 110 steps with k-NR. After changing the en-
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Table 2: Number of steps needed for the agent to find its best policy after changes.

Before changes After changes
10% 20% 30%

] states Q k Q k Q k Q k
16 150 110 130 90 240 140 350 150
25 400 280 440 290 1130 320 2140 380
64 3,430 2,830 5,450 2,950 6,100 3,850 13,900 4,640

vironment with 10%, 20% and 30% the k-NR needed
47% fewer steps on average before it once again finds
a policy leading to convergence. For 25-state environ-
ments the agent finds its best action policy in approx-
imately 400 steps using Q-Learning, and in 280 steps
with k-NR. In this environment, k-NR uses an average
of 30% fewer steps than Q-Learning, after alteration
of the environment. For 64-state environments, the
agent needed an average of 3,430 steps to find its best
action policy with Q-Learning and 2,830 with k-NR.
The k-NR used in average 18% fewer steps than Q-
Learning after environmental change. It is seen that
k-NR is more robust in situations where the reward
values vary unpredictably. This happens because the
k-NN algorithm is less sensitive to noisy data.

5 DISCUSSION AND
CONCLUSIONS

This paper has introduced a technique for speeding up
convergence of a policy defined in dynamic environ-
ments. This is possible through the use of instance-
based learning algorithms. Results obtained when
the approach is used show that RL algorithms us-
ing instance-based learning can improve their per-
formance in environments with configurations that
change. From the experiments, it was concluded that
the algorithm is robust in partially-known and com-
plex dynamic environments, and can help to deter-
mine optimum actions. Combining algorithms from
different paradigms is an interesting approach for the
generation of good action policies. Experiments made
with the k-NR algorithm show that although compu-
tational costs are higher, the results are encouraging
because it is able to estimate values and find solutions
that support the standard Q-Learning algorithm.

We also observed benefits related to other works
using heuristic approaches. For instance, Bianchi et
al. (Bianchi et al., 2004) proposes a heuristic for
RL algorithms that show a significantly better perfor-
mance (40%) than the original algorithms. Pegoraro
et al. (Pegoraro et al., 2001) use a strategy that speeds
up the convergence of the RL algorithms by 36%,
thus reducing the number of iterations compared with

traditional RL algorithms. Although the results ob-
tained with the new technique are satisfactory, addi-
tional experiments are needed to answer some ques-
tions raised. For example, a multi-agent architecture
could be used to explore states placed further from the
goal-state and in which the state rewards are smaller.
Some of these strategies are found in Ribeiro et al.
(Ribeiro et al., 2008; Ribeiro et al., 2011). We also
intend to use more than one agent to analyze situ-
ations as: i) sharing with other agents the learning
of the best-performing one; ii) sharing learning val-
ues among all the agents simultaneously; iii) sharing
learning values among the best agents only; iv) shar-
ing learning values only when the agent reaches the
goal-state, in which its learning table would be uni-
fied with the tables of the others. Another possibility
is to evaluate the algorithm in higher-dimension en-
vironments, that are also subject to greater variations.
These possibilities will be explored in future research.
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Abstract: Semantic similarity has been extensively studied in the past decades and has become a rapidly growing field of
research. Sentence or short text similarity measures play an important role in text-based applications, such as
text mining, information retrieval and question answering systems. In this paper we consider the problem of se-
mantic similarity between queries in a question answering system with the purpose of query recommendation.
Our approach is based on an existing domain-specific taxonomy. We define innovative three-layered semantic
similarity measures between queries using existing similarity measures between ontology concepts combined
with various set-based distance measures. We then analyse and evaluate our approach against human intu-
ition using a data set of 90 questions. Further on, we argue that these measures are taxonomy-dependent and
are influenced by various factors: taxonomy structure, keyword mappings, keyword weights, query-keyword
mappings and the chosen concept similarity measure.

1 INTRODUCTION

Current implementations of QA systems that incor-
porate a recommendation mechanism are based on (i)
methods using external sources, like user profiles, (ii)
methods based on expectations (e.g. query patterns,
models) or (iii) methods using query logs (Marcel and
Negre, 2011). These methods do not take into ac-
count the semantic meaning of queries. In the past
two decades researchers have been studying seman-
tic similarity in order to improve information retrieval
and develop intelligent semantic systems.

A semantic sentence similarity measure can have
an important role in the development of a query re-
commender system. Nevertheless, such measures can
be successfully used in other directions, like query
clustering for discovering “hot topics” or to find the
query that best represents a cluster, pattern recogni-
tion for identifying user groups or in web page re-
trieval to calculate page title similarities.

Studies of semantic similarity in the past decades
has been focusing on two extremes: either measu-
ring the similarity between single words or concepts
or between documents. However, there is a growing
need for an effective method to compute short text si-
milarity. Web search technologies incorporate tasks,
such as query reformulation, query recommendation,

sponsored search and image retrieval, that rely on ac-
curately computing similarity between two very short
segments of text. Unfortunately, traditional tech-
niques for detecting similarity between documents
and queries fail when directly applied to these tasks.
Such methods rely on analysing shared words or the
co-occurence of terms in both the query and the doc-
ument.

In this paper we define innovative three-layered
semantic similarity measures between queries using
existing similarity measures between ontology con-
cepts combined with various set-based distance mea-
sures. We then analyze and evaluate our approach
against human intuition using a dataset of 90 ques-
tions. The goal of this paper is to present semantic
query similarity measures that can be successfully in-
tegrated into query recommender systems and to eval-
uate and compare them in terms of human judgement.

The rest of the paper is structured as follows. In
section 2 we review related work in the area of seman-
tic similarity measures between concepts, between
sets of concepts and the area of short text similarity.
In section 3 we present and define the domain-specific
taxonomy on which our semantic similarity measures
are based. In section 4 we introduce similarity mea-
sures between queries as a combination of topic si-
milarity and keyword similarity using the defined ta-
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xonomy. In section 5 we analyze and evaluate these
similarity measures. Finally, in section 6 we summa-
rize the contents of this paper, drawing some impor-
tant conclusions and present our future work.

2 RELATED WORK

The problem of similarity is a heavily researched sub-
ject in particular in information retrieval, but also in
general in computer science, artificial intelligence,
philosophy and natural language processing. Mea-
suring similarity between documents has a long tra-
dition in information retrieval, but these approaches
compare only vectors of document features (Burgess
et al., 1998; Landauer et al., 1998a; Landauer et al.,
1998b), usually single words or word stems, by coun-
ting their occurrence in the document.

There is extensive literature on measuring simi-
larity between concepts within a taxonomy (Rada
et al., 1989; Lee et al., 1993; Wu and Palmer, 1994;
Resnik, 1995; Jiang and Conrath, 1997; Leacock and
Chodorow, 1998; Lin, 1998; Resnik, 1999; Li et al.,
2003; Bouquet et al., 2004; Haase et al., 2004; Cordı̀
et al., 2005; Al-Mubaid and Nguyen, 2006; Wang
et al., 2006; Lee et al., 2008; Dong et al., 2009; Bin
et al., 2009), while there are few publications that
cover the area of short text semantic similarity (Li
et al., 2006; O’Shea et al., 2010; Oliva et al., 2011)
and some related to semantic similarity between sets
of concepts (Bouquet et al., 2004; Haase et al., 2004;
Cordı̀ et al., 2005). In (Li et al., 2006) it is argued
that existing long text similarity measures have some
limitations and drawbacks and their performance is
unsatisfactory when applied to short sentences.

In the following we will briefly present the related
research in the domain of semantic similarity between
concepts and between sets of concepts.

2.1 Semantic Similarity between
Concepts using Taxonomies

There are basically two ways of using an ontology or
taxonomy to determine the semantic similarity bet-
ween concepts: the edge-based approach and the
information content-based approach (Resnik, 1995;
Resnik, 1999; Lin, 1998). In the following we will
make a short overview of the edge-based approaches.

Intuitively, the similarity of different concepts in
an ontology is measured by computing the distance
within the ontology. Namely, if two concepts reside
closer in the ontology, then we can conclude that they
are more similar. When computing the ontology dis-
tance we actually use the specialization graph of ob-

jects and we define it as being the shortest path bet-
ween the two concepts (Rada et al., 1989).

Rada, Mili, Bicknell and Blettner (1989) defined
the conceptual distance as

sim(c1;c2) = minimum number o f edges
separating c1 and c2;

where c1 and c2 are the node representation of the two
concepts in the ontology. Wu and Palmer (2004) re-
defined the edge-based similarity measure taking into
account the depth of the nodes in the hierarchical
graph:

sim(c1;c2) =
2�N3

N1 +N2 +2�N3
; (1)

where N1 and N2 are the number of nodes from c1 and
c2, respectively, to c3, the least common superconcept
(LCS) of c1 and c2, and N3 is the number of nodes on
the path from c3 to the root node.

Li et al. (2003) defined the similarity between two
concepts as:

sim(c1;c2) =

(
e�al � ebh�e�bh

ebh+e�bh ; if c1 6= c2

1 ; otherwise
(2)

where, similarly, the parameters a and b scale the
contribution of the two values l =N1+N2 and h=N3.
Based on the benchmark data set, they obtained the
optimal parameters a = 0:2 and b = 0:6.

2.2 Semantic Similarity between Sets of
Concepts

Defining a semantic similarity measure between sets
of concepts was the next step in computing semantic
similarity mainly for information retrieval purposes.

In (Bouquet et al., 2004) the ontological distance
between sets of concepts is computed by summing
up the distances between every pair (c1;c2), where
c1 2 C1 and c2 2 C2. Haase et al. (2004) used the
edge-based similarity measure between concepts de-
fined by Li et al. (2006) (see 2) to introduce the simi-
larity between sets of concepts as:

Sim(C1;C2) =
1
jC1j
� å

c12C1

max
c22C2

sim(c1;c2); (3)

which computes an average of distances between c1 2
C1 and the most similar concept in C2.

In (Cordı̀ et al., 2005) a new similarity measure
between sets of concepts was introduced, which gives
more weight to keyword pairs with a higher similarity,
but still allowing lower values to contribute to the final
outcome.
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Figure 1: Snapshot of the topic-tree with keywords and their
weights.

3 THE DOMAIN-SPECIFIC
TAXONOMY

Before introducing our proposed semantic query si-
milarities, it is important to understand the structure
of the underlying domain-specific taxonomy. While
most of the previously described similarity measures
make use of the english lexical taxonomy WordNet1,
our similarity measures are based on a new domain-
specific (nutrition) taxonomy with a tree-like struc-
ture, where the links between nodes represent IS-A
relationships. In the following we will refer to this
structure as ”topic-tree”.

Our topic-tree is composed of a set of topics:
T = ft1; t2; :::; tng;

an IS-A relationship between topics:
L � T �T ;(tp; tq) 2 L () tp parent o f tq;

a set of keywords:
K = fk1;k2; :::;kmg;

a mapping relationship between topics and keywords:
M �T �K ;(tp;kq)2M () kq mapped to tp;

and the corresponding mapping weights:
w : M! (0;1];

where the value w(tp;kq) represents how relevant is
keyword kq for topic tp.

Figure 1 shows a partial snapshot of the above de-
fined taxonomy. The topics represent selected cate-
gories and sub-categories in the specified domain (i.e.
nutrition), the mapped keywords are frequent rele-
vant words occuring within these topics which were
obtained by crawling related websites and/or docu-
ments. The corresponding weights were calculated
using the TF-IDF method (Salton and Buckley, 1988).

1http://wordnet.princeton.edu/

4 PROPOSED SEMANTIC
SIMILARITY MEASURES

Let Q = fq1;q2; :::;qNg be a set of queries in the nu-
trition domain. We want to define a semantic simi-
larity measure simq : Q �Q ! [0;1] between these
queries using the topic-tree defined in section 3. We
assume that to each query q 2 Q we can assign a set
of keywords Sq � K , where Sq was extracted from
q using some natural language processing methods
(HaCohen-Kerner et al., 2005; Turney, 2000; Hulth,
2003). For example, for
q = “What type o f f ood can I eat and at what time

in order to lose weight?00

Sq = f f ood;eat; time; lose weightg:
In the following we will define the semantic query
similarity simq using three other similarity measures:
between topics, between keywords and between sets
of keywords, each incorporating the one before.

4.1 Semantic Similarity between Topics

Let simt : T �T ! [0;1] be the topic similarity func-
tion where simt(tp; tq) represents the semantic simi-
larity between two topics tp; tq 2 T using the struc-
ture of the topic-tree. For our experiments, we defined
simt using the similarity measures (1) and (2).

4.2 Semantic Similarity between
Keywords

Let simk : K �K ! [0;1] be the keyword similarity
function where simk(kp;kq) represents the semantic
similarity between two keywords kp;kq 2 K . We de-
fine simk in the following way:

simk(kp;kq) =
wp +wq

2
simt(tp; tq) (4)

where
wi = max

(t;ki)2M
w(t;ki); i 2 fp;qg

and
ti = arg max

(t;ki)2M
w(t;ki); i 2 fp;qg:

4.3 Semantic Similarity between Sets of
Keywords

Let simks : P (K )� P (K ) ! [0;1] be the keyword-
set similarity function where simks(Sp;Sq) represents
the semantic similarity between two sets of keywords
Sp;Sq � K and P (K ) contains all subsets of K . In
the following we will introduce several possible de-
finitions of simks using well-known set distance mea-
sures from the literature.
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4.3.1 The Sum of Maximum Similarities

The sum of minimum distances measure was origi-
nally defined by Niiniluoto (1987) to measure truth-
likeness in belief revision theory. We apply the same
concept to define the similarity measure simks bet-
ween sets of keywords (the sum of maximum simila-
rities):

simks(Sp;Sq) =
1
2

�
1
jSpj åkp2Sp Sim(kp;Sq)+

1
jSqj åkq2Sq Sim(kq;Sp)

�
(5)

where

Sim : K �P (K )! [0;1]; Sim(k;S)=max
ks2S

simk(k;ks):

is the semantic similarity between a keyword k 2 K
and a set of keywords S �K .

4.3.2 The Surjection Measure

The surjection measure was introduced by Oddie
(1979), who suggested defining the distance between
two sets by considering surjections that map the larger
set to the smaller one. We applied this concept to mea-
sure similarity between sets of keywords, and defined
surjection similarity measure, simks, as

simks(Sp;Sq) = max
h

1
jhj å

(kp;kq)2h

simk(kp;kq): (6)

where the maximum is taken over all surjections h

that maps the larger set to the smaller one.

4.3.3 The Maximum Link Similarity Measure

The minimum link distance measure was proposed in
(Eiter and Mannila, 1997) as an alternative to the pre-
viously mentioned distance measures between point
sets. First, let us define the linking between Sp and Sq
as a relation R � Sp�Sq satisfying

(a) for all kp 2 Sp there exists kq 2 Sq such that
(kp;kq) 2 R

and

(b) for all kq 2 Sq there exists kp 2 Sp such that
(kp;kq) 2 R :

We now apply this concept to define the maximum link
similarity between sets of keywords as

simks(Sp;Sq) = max
R

1
jR j å

(kp;kq)2R
simk(kp;kq); (7)

taking the maximum over all relations R .

4.4 Semantic Similarity between
Queries

Finally, we define the query similarity measure simq :
Q �Q ! [0;1] as

simq(qa;qb) = simks(Sqa ;Sqb) (8)
where Sqa ;Sqb � K are the corresponding set of key-
words extracted from qa and qb, respectively.

5 COMPARISON AND
EVALUATION

In order to evaluate these similarity measures we con-
ducted a survey with 15 persons, men and women,
age between 25 and 60. We randomly sampled 50
pairs from a dataset of 90 different questions in the
nutrition domain and asked the survey participants to
compare and measure the relatedness of each pair by
ranking them with a value between 0 and 4 (0=not
related at all, 1=somehow related, 2=related, 3=very
related, 4=similar).

Finally, we compared the participants’ ranking
against six different semantic similarity measures: the
one defined by Haase et al. (3), the sum of all simi-
larities (Bouquet et al., 2004), the one introduced by
Cordı̀ (2005), the cosine similarity (Li et al., 2003),
the sum of maximum similarities (5), the surjection
similarity (6) and the maximum link similarity (7).

While some question pairs were ranked almost the
same by all participants (low variance), there were
some cases where participants answered very diffe-
rently (high variance). This reflects how diversely is
the “relatedness” of two questions perceived by hu-
mans. Table 1 contains the mean, maximum and mini-
mum variances calculated by question pairs rankings.

Table 2 contains the correlation values of each se-
mantic similarity method with the average participant
ranking values.

Table 1: Survey results - Variances calculated by question
pair rankings.

Mean variance 0.93
Maximum variance 2.14
Minimum variance 0

Based on our experiments and the above results
we make the following observations:
� The semantic similarity measures depend on the

structure of the taxonomy (Bernstein et al., 2005).
In our case, the topic hierarchy, the keyword-topic
mappings and the assigned keyword weights af-
fect the computed similarity.
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Table 2: Correlation between survey results and the seman-
tic similarity measures.

Method Correlation
Haase 0.605
Sum of All 0.597
Cordı̀ 0.563
Cosine 0.563
Sum of Maximum 0.617
Surjection 0.634
Maximum Link 0.626

� The similarity measure between sets of keywords,
and therefore between queries, depends on the
chosen topic similarity (edge-based or informa-
tion content-based) and on the keyword similarity.
In our experiments we used the edge-based simi-
larity measures defined by Wu and Palmer (1994)
and Li et al. (2003).

Table 3: Types of question pairs based on ranking variance
and difference between average survey ranking and seman-
tic similarity values.

Type Var. Diff. Percentage
A low low 48%
B high low 20%
C low high 12%
D high high 20%

� Although the correlation between the participants’
ranking and the evaluated measures are rather low
(see table 2), this can be explained by the follow-
ing factors:

– the queries are selected from a specific and nar-
row domain (nutrition),

– the concepts that appear in the queries are
rather complex,

– the participants’ ranking for some question
pairs was very diverse,

– the participants tend to understand the ranking
values or the question pair “relatedness” diffe-
rently.

� The correlation results (between 0:563 and 0:634)
do not contradict the fact that the semantic simi-
larity measures reflect on some level the human
perception. Most of the question pairs were eval-
uated by the participants and the semantic simila-
rity measures almost the same. In our evaluation,
compared to the surjection measure, 48% of the
question pairs were of type A and 20% of type B
(see table 3).

6 CONCLUSIONS AND FUTURE
WORK

In this paper we introduced innovative three-layered
semantic similarity measures between queries using
a domain-specific taxonomy. We evaluated our mea-
sures by conducting an on-line survey and compar-
ing them and other four existing semantic similarity
measures against the participants’ intuition. The re-
sults show that our similarity measures have a higher
correlation with the average survey ranking than the
other four measures. We believe that measuring se-
mantic similarity between concepts using taxonomies
can improve significantly the results retrieved by re-
commender systems. We also argue that these mea-
sures depend on the structure of the underlying taxo-
nomy (hierarchy, keyword-topic mappings, keyword
weights, etc.) and on the chosen concept-to-concept
similarity measure. In the future, we plan to analyze
the aspects that alter the behavior of the semantic si-
milarity measures.

In this context, we distinguish two types of recom-
mendations. The first type can be directly obtained by
using the semantic similarity measure and retrieving
the queries with the highest similarity to the user’s last
query. These recommendations will be rather “gene-
ral” and maybe “too similar” to the last query (i.e.
predictions with low probability). The second type of
recommendations requires a much elaborate analysis
(extracting patterns, clustering) of all users’ history
and then comparing the learned query patterns to the
current user’s history. With this type of recommenda-
tions we can predict the user’s next set of questions
(with a high probability) and, on the long run, his in-
terests and goals. In the future we intend to focus on
the second type of recommendations. We also plan to
test the goodness of the semantic recommendations
by analyzing users’ feedback.
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7èmes Journées Francophones sur les Entrepôts de
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Abstract: In this paper we present a novel multi-alternative negotiation protocol for multi-attribute agent negotiations.
It allows for improvement of negotiation outcomes in terms of time needed to reach an agreement and the
Pareto optimality of the outcome. By allowing the agent to offer a proposal comprising a set of alternatives
we eliminate the problem of making trade-offs in the negotiation. We experimentally evaluate the proposed
approach to show how it performs in comparison to a typical negotiation protocol.

1 INTRODUCTION

In this work we propose a novel negotiation protocol
for multi-attribute agent negotiations allowing agents
to improve the negotiation outcome both in terms of
time needed to perform a successful negotiation and
Pareto efficiency of agreements. Typical negotiation
protocols used for solving the multi-attribute agent
negotiations are based on exchanging single offers.
This means that in the consecutive rounds of nego-
tiation an agent can only propose a single agreement
alternative. Such a negotiation protocol requires an
agent to trade-off between multiple attributes of an
object under negotiation in order to improve the ne-
gotiation outcome in terms of Pareto efficiency. How-
ever, making trade-offs in multi-attribute negotiations
is a difficult problem since it is hard to determine the
direction of trade-offs that guarantees the optimal out-
come.

Works of John Nash (Nash, 1950) formulate the
negotiations as cooperative games and propose a so-
lution in the form of an arbitration scheme, which un-
derpins mediation in negotiations. Based on the Nash
bargaining solution a negotiation protocol needs to al-
low the agents to truthfully reveal their preferences to
a trusted third party, i.e. a mediator. The preferences
are aggregated by the mediator to determine a solution
satisfying a series of axioms. The problem in such an
approach is the assumption of truthful revelation of
preferences. Therefore, instead of revealing the full
structure of preferences, a number of negotiation pro-
tocols assume the agents can exchange single offers

repeatedly until they reach an agreement. The method
based on multiple exchange of offers is more practical
and realistic since the structure of preferences is not
revealed.

In general, most existing approaches are based ei-
ther on the assumption of knowledge about the oppo-
nents preferences or the use of a trusted third party,
i.e. mediator that can guide the negotiation agents
in making efficient trade-offs and reaching an agree-
ment. In the mediation approach the parties submit
some knowledge about their preferences to the me-
diator that fuses the knowledge of both parties and
proposes solutions. Ethamo et. al (Ethamo et al.,
1999) present a constraint proposal method to gen-
erate a Pareto frontier of a multi-attribute negotiation.
The mediator generates a constraint in each consec-
utive step and asks the parties to find an optimal so-
lution satisfying this constraint. If the feedback from
the agents coincide then a solution is found, other-
wise the mediator updates the constraint based on the
received feedback and the procedure continues. The
approach proposed by Klein et al. (Klein et al., 2003)
addresses mediation in the case of complex contracts
where the values of issues are binary (either 0 or 1).
In each stage of mediation the unbiased mediator gen-
erates an offer and proposes it to the parties. In the
next stage the agents vote whether to accept the of-
fer or not according to their private strategies. If both
agents vote to accept the proposed offer it is mutated
in the next stage (values of some issues are switched)
and the procedure is repeated. In the case one of the
agents votes to reject an offer, the last acceptable of-

247



fer is mutated and proposed again to the parties. In the
work of Li et al. (Li et al., 2011) the authors present
an approach for supporting mediation with the use of
the Conditional Preference (CP) Networks. Similarly
to the approach of Klein et al. (Klein et al., 2003)
the approach is applicable for issues with low level
of options. The agents build their CP networks that
encode their preferences and then submit them to the
third party which fuses the preferences by the use of
majority rule-based aggregation.

The approaches to trade-off performed by individ-
ual agents, rather than the mediator, include a mecha-
nism proposed by Faratin et al. (Faratin et al., 2002)
that uses similarity criteria. The trade-off is per-
formed according to a similarity measure between the
last offer proposed by the counterpart and the current
proposal of the negotiation agent. In making a trade-
off the indifference curve is considered. An alterna-
tive located on the indifference curve that maximizes
the similarity to the last offer proposed by the coun-
terpart is selected for a proposal. Other approaches
modify protocols of negotiation allowing the agents
to include in the proposal different type of knowledge
apart form the negotiation alternative, i.e. the agent
can also send to the counterpart arguments aiming at
convincing the partner to change his beliefs. A be-
lief that can be influenced by such a kind of persua-
sion is typically the utility function of the counterpart.
Sycara (Sycara, 1991) proposes an approach incorpo-
rating argumentation into negotiation and illustrates
the merit of argumentation-based reasoning in nego-
tiation dialogues.

Some works also consider protocols dependent on
the shape of preferences. Ito et all. (Ito et al., 2007)
consider non-linear utility functions, and propose a
protocol where the agents employ adjusted sampling
to generate proposals and use a bidding-based mech-
anism to find social welfare maximizing deals. How-
ever, in their work they also assume that the bids are
submitted to the mediator, which again is an issue
since such a protocol assumes revelation of private in-
formation. Similarly as in other works (Hattori et al.,
2007), (Fujita et al., 2010a) (Fujita et al., 2010b) there
is an issue with assuming a central authority to which
the information about utilities is revealed. Such solu-
tions require the presence of a third trusted party that
is unbiased, independent and capable of carrying out
intensive computation.

In the work (Bichler and Segev, 2001) authors
present an approach towards establishing a toolset for
the design of negotiation protocols on electronic mar-
kets focusing rather on mechanism of auction and as-
suming single-offer bids.

The work of Lai et al. (Lai et al., 2008) presents a

decentralized model for self-interested agents aiming
at reaching win-win solutions in the multi-attribute
negotiation. At each negotiation round an agent
proposes a multi-alternative offer, namely it offers
several alternatives in one round. When making a
counter-offer the partner uses heuristic search in order
to propose an offer located on the indifference curve
that is closest to the best alternative contained in the
set proposed by its counterpart in the previous offer.
This alternative is used as a seed and the remaining
alternatives that will be send together with the seed
are chosen from the neighbourhood of this alterna-
tive. However in that approach there is no guarantee
of reaching a Pareto optimal solution.

In this paper we propose a protocol that uses
multi-alternative offers and allows the agents to reach
a Pareto optimal solution. In our approach the agents
exchange offers consisting of sets of alternatives de-
termined bya -cuts of the search space in each round
of negotiation. Therefore, we do not need to apply
any heuristic to search the space of alternatives that
can be proposed. The proposed protocol is presented
in Section 2. Its experimental evaluation and discus-
sion of the results is presented in Section 3. The con-
cluding remarks are presented in Section 4.

2 THE NOVEL NEGOTIATION
PROTOCOL

Typical protocols used in agent negotiation are based
on exchanging single alternative proposals. Namely
in each consecutive round of negotiation an agent
sends to its counterpart an offer consisting of a single
alternative. In such an approach the agents are forced
to perform trade-offs while looking for agreement that
can satisfy the preferences of both negotiation parties.
In this paper we consider an approach in which in-
stead of single alternative offers the agents can use
multiple alternatives enclosed in one negotiation pro-
posal. In such a situation the sending agent assumes
that all alternatives enclosed in the offer are accept-
able with the same value of utility. This means that all
alternatives proposed in one round of negotiation are
indifferent to the proposing agent. The counterpart
receiving the offer can check each of the alternatives
contained in the offer to what extend its preferences
are satisfied. In such a situation the receiver can se-
lect the alternative maximizing its utility and decide if
such an alternative is suitable to form an agreement.
It is intuitive that in the case of multiple alternatives
forming one proposal the chance of finding an agree-
ment is higher than in the case of a protocol where
a single alternative is proposed. Indeed, as we will
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show later in this paper an agreement is reached faster
and its value is more efficient than in the case of a typ-
ical protocol. More specifically the proposed protocol
is realized as follows. The preferences of a negotia-
tor are encoded by an utility functions assigning to
each feasible alternative a score. The agent concedes
during the negotiation process in the space of utility
according to its negotiation strategy. At each nego-
tiation round the agent proposes a full set of alter-
natives (in a discrete space of alternatives) exceeding
the current value of utility. The offer comprising all
alternatives exceeding particular value of utility that
eliminates the need of using trade-offs since the offer
contains the whole indifference curve.

2.1 Negotiation Thread

The negotiation thread is a sequence of proposals and
counter-proposals of two negotiation parties. As said
above the elements of the sequence are subsets of the
acceptance sets of two negotiation parties. Let us as-
sume that the agents defined its utility functionsua

andub over the sets of feasible two-attribute alterna-
tivesDa andDb (acceptance sets) of agenta and agent
b, respectively.

Definition 1. A Negotiation thread between agents
a,b∈ Agents at time tn ∈ Time is any finite sequence
of length n of the form(Ct1

a→b,C
t2
a→b, . . . ,C

tn
a→b) with

t1, t2, . . . , tn−1 ≤ tn, where:

1. ti+1 > ti
2. Each offer Ctia→b proposed by agent a is deter-

mined in the following way: Ctia→b = {(x,y) ∈
Da |ua(x,y) ≥ f a(ti)} where fa(ti) is the conces-
sion in utility space in time point ti for agent a

3. The analogous offer Ctib→a proposed by agent b
is determined in the following way: Ctib→a =

{(x,y) ∈ Db |ub(x,y)≥ f b(ti)} where fb(ti) is the
concession in utility space in time point ti for
agent b

The negotiation thread is active if none of the agents
accepted the offer or withdrew from the negotiation.

2.2 Evaluation Decisions

The evaluation decision says when the negotiation
agent can propose its next offer, accept the counter-
part’s offer or withdraw from the negotiation. When
the offer that an agenta is going to propose in the next
round overlaps with the last offer of counterpartb the
agenta is ready to accept the partners last proposal.
The existence of non-empty overlap is equivalent to
the condition that the utility functionua of the agent
a exceeds the current level of its concession over the

last proposal of the counterpartb. When the overlap
is empty the agenta proposes the next offer. In the
case of exceeding the time given for negotiation the
agenta withdraws.

Definition 2. For the agent a and its associated util-
ity function ua, a’s interpretation (I) at time t′ of the
counterpart offer Ctb→a proposed at time t< t ′, is de-
fined as:

Ia(t ′,Ct
b→a) =







withdraw(a,b) if t ′ > tmax

accept(a,b, p(Ct
b→a∩Ct ′

a→b)) if f (t ′, b a) ∈ ua(Ct
b→a)

offer(a,b,Ct ′
a→b) otherwise

(1)

where f is a decision function andb a is the parameter
determining the shape of concession curve generated
with function f and p is a function choosing any point
from the set. The equivalent definition of interpreta-
tion is of the following form:

Ia(t ′,Ct
b→a) =







withdraw(a,b) if t ′ > tmax

accept(a,b, p(Ct
b→a∩Ct ′

a→b)) if Ct
b→a∩Ct ′

a→b 6= /0
offer(a,b,Ct ′

a→b) otherwise
(2)

According to the above interpretation the negoti-
ation outcome is one point taken from the setCt

b→a.
The agenta will accept such a point if its current ac-
ceptance thresholdf (t ′, b a) lies in the image of last
opponents offerCt

b→a under the utility functionua of
agenta. Equivalently, the agenta will accept the point
p(Ct

b→a) if the intersection of setsCt
b→a andCt′

a→b is
not empty.

2.3 Concession Generation
Decisions - Tactics

In order to compute the counter-offerCt′
a→b in the

form of a set an agent uses functions called tactics.
The tactics allow for computing concessions in the
utility space[0,1] that then are used in computation
of the proposal.

2.3.1 Time-dependent Tactics

When an agent uses the time-dependent tactic it gen-
erates its offers according to time that elapses from
the beginning of negotiation. In other words the pre-
dominant factor influencing the value of concession is
the current point in time. The decision function gen-
erating offers in the case of time-dependent tactic is
dependent on deadline. The agent is conceding in the
utility space down to the lowest value 0 when it is ap-
proaching the deadline.

The set proposed at timet, with 0< t < ta
max, is

determined by a functiona a(t) specifying the current
level of utility concession.

Ct
a→b = {(x,y) ∈ Da |ua(x,y) ≥ (1− a a(t))}
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Table 1: The results of experiment - comparison of the classical approach and the efficient approach for different negotiation
strategies. The Table contains utility values obtained by the first agent for two approaches.

b a 0.1 0.2 0.5 1 2 5 10
b b uc ua uc ua uc ua uc ua uc ua uc ua uc ua
0.1 0.23 0.28 0.41 0.49 0.74 0.74 0.8 0.8 0.84 0.88 0.92 0.92 0.92 0.95
0.2 0.23 0.28 0.41 0.49 0.63 0.63 0.73 0.73 0.81 0.81 0.86 0.89 0.89 0.92
0.5 0.20 0.23 0.33 0.33 0.48 0.48 0.6 0.6 0.71 0.71 0.73 0.78 0.83 0.83
1 0.14 0.14 0.23 0.23 0.36 0.36 0.46 0.46 0.59 0.59 0.67 0.73 0.76 0.76
2 0.087 0.10 0.15 0.15 0.26 0.26 0.33 0.36 0.46 0.46 0.59 0.59 0.65 0.65
5 0.05 0.05 0.08 0.08 0.26 0.14 0.2 0.23 0.30 0.30 0.40 0.40 0.49 0.49
10 0.02 0.03 0.04 0.05 0.08 0.08 0.13 0.13 0.19 0.19 0.29 0.29 0.49 0.49

Table 2: The results of experiment - comparison of the classical approach and the efficient approach for different negotiation
strategies. The Table contains utility values obtained by the second agent for two approaches.

b a 0.1 0.2 0.5 1 2 5 10
b b uc ua uc ua uc ua uc ua uc ua uc ua uc ua
0.1 0.23 0.28 0.23 0.28 0.23 0.23 0.14 0.14 0.08 0.10 0.05 0.05 0.02 0.03
0.2 0.41 0.49 0.41 0.49 0.33 0.33 0.23 0.23 0.15 0.15 0.07 0.08 0.04 0.05
0.5 0.68 0.74 0.63 0.63 0.48 0.48 0.36 0.36 0.26 0.26 0.12 0.14 0.08 0.08
1 0.8 0.8 0.73 0.73 0.6 0.6 0.46 0.46 0.36 0.36 0.2 0.23 0.13 0.13
2 0.84 0.88 0.81 0.81 0.71 0.71 0.55 0.59 0.46 0.46 0.3 0.3 0.19 0.19
5 0.92 0.92 0.89 0.89 0.78 0.78 0.67 0.7 0.59 0.59 0.40 0.40 0.29 0.29
10 0.89 0.95 0.89 0.92 0.83 0.83 0.76 0.76 0.65 0.65 0.49 0.49 0.49 0.49

Table 3: The results of experiment - comparison of the classical approach and the efficient approach for different negotiation
strategies. The Table contains numbers of rounds used to reach agreement in case of two approaches.

b a 0.1 0.2 0.5 1 2 5 10
b b uc ua uc ua uc ua uc ua uc ua uc ua uc ua
0.1 2 1 2 1 5 2 12 6 20 10 36 18 46 22
0.2 2 1 2 1 8 4 16 8 28 13 40 19 46 23
0.5 5 2 8 4 14 8 22 12 30 16 42 22 50 25
1 10 6 16 8 22 12 30 16 38 19 46 23 50 26
2 18 10 26 13 32 16 38 19 42 22 50 25 54 27
5 34 18 37 19 44 22 46 23 50 25 54 27 54 28
10 44 22 45 23 49 25 50 26 54 27 54 28 54 28

The offer defined above includes all alternatives from
the acceptance setDa of the agenta that exceed
in terms of utility the current level of concession
1− a a(t). The functiona a(t) can be defined in va-
riety of ways under the condition that 0≤ a a(t)≤ 1.
This range is universal since it can be rescaled to fit
the space in which the agent is conceding. Faratin
(Faratin et al., 2002) proposed two families of func-
tions, namely the polynomial decision functions and
exponential decision functions. Both families are
parametrized by a value ofb ∈ R+ specifying the
shape of the concession curve.

• polynomial a a(t) = ka+(1− ka
j )(

min(t,tamax)
tamax

)
1
b

• exponential a a(t) = e
(1−

min(t,tatmax)
tamax

) b lnka

where the parameterka specifies the first concession,
b a is responsible for the shape of a curve,ta

max is the
deadline of the agenta and t is the current point in
time. In the next sections we extend the negotiation
tactics proposed by Faratin (Faratin et al., 2002) to fit
the proposed protocol.

2.3.2 Behaviour-dependent Tactics

The behaviour-dependent tactic computes the next of-
fer imitating the behaviour of the negotiation partner.

The concession in the utility space may be determined
based on the previous concessions of the negotiation
partner. The agent may imitate the concession in dif-
ferent ways. It may imitate the behaviour proportion-
ally, in absolute terms or it may compute the conces-
sion as an average of proportions in a number of pre-
vious offers. Hence, given the negotiation thread:

. . . ,Ctn−2d
b→a ,Ctn−2d +1

a→b ,Ctn−2d +2
b→a , . . . ,Ctn−2

b→a,C
tn−1
a→b,C

tn
b→a,

1. Relative Tit-for-Tat. The agent imitates the op-
ponent relative value of concession proposedd >

1 steps ago. The imitative offer is determined by
multiplying previous offer of the decision-maker
by the relative concession of the counterpart. The
relative concession is the quotient of the two con-
secutive offers of the opponent proposedd steps
ago. The condition of applicability isn> 2d .

C
tn+1
a→b = {(x,y) ∈ Da |ua(x,y)≤ min(max(

maxua(C
tn−2d
b→a )

maxua(C
tn−2d +2
b→a )

(1− a a(tn−1)),0),1)}.

The valuemaxua(C
tn−2d
b→a ) is the utility of the best

alternative from the setC
tn−2d
b→a from the view-

point of agenta. Therefore, the coefficient
maxua(C

tn−2d
b→a )

maxua(C
tn−2d +2
b→a

is the proportion of utility by which
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the negotiation partner conceded between the
roundn− 2d and the roundn− 2d + 2 from the
viewpoint of agenta. The proportion is multiplied
by the last level of utility concession 1− a a(tn−1)
what results in the utility level to which the agent
a is conceding in the next round of negotiation.
The next offer is computed as all alternative ex-
ceeding this level of utility in terms of utility func-
tion of the agenta.

2. Random Absolute Tit-for-Tat. The agent imi-
tates the concession of the opponent in absolute
terms. This means that for example if the conces-
sion of the opponent was 0.2 of utility then the
agent also concedes by 0.2. Additionally, the con-
cession is modified by a random value in order to
enable an agent to avoid a loop of non-improving
contract offers or a local minima in the social wel-
fare function (Faratin et al., 1998). The condition
of applicability is againn> 2d .

C
tn+1
a→b = {(x,y) ∈ Da |ua(x,y) ≤

≤ min(max(maxua(C
tn−1
a→b )−maxua(C

tn−2d
b→a )+ (1− a a(tn−1))+

+ (−1)sR(M),0),1)}

where

s=

{

0 If ua is decreasing
1 If ua is increasing

and R(M) is a random value from the interval
[0,M]. M is the maximal value by which an agent
can change its imitative behaviour.
As in the case of previous tactic the value
maxua(Ctn−1

a→b) is the utility of the best alternative
from the setCtn−1

a→b from the viewpoint of agenta.

The differencemaxua(Ctn−1
a→b)−maxua(C

tn−2d
b→a ) is

the absolute value of concession of the negotia-
tion partner in utility space from the viewpoint of
agenta. This difference is summed with the last
value of utility concession 1− a a(tn−1) of agent
a what results in the current utility level to which
the agenta is going to concede. All alternatives
exceeding this value are included in the next ne-
gotiation offer.

3. Average Tit-for-Tat. The agent imitates the over-
all concession of the opponent proposed ing > 1.
steps. Wheng = 1 then the offer is the same as
in the case of Relative Tit-for-Tat withd = 1. The
condition of applicability isn> 2g .

C
tn+1
a→b = {(x,y)∈Da |ua(x,y)≤min(max(

maxua(C
tn−2g
b→a )

maxua(Ctn
b→a)

(1− a a(tn−1)),0),1)}.

The above tactics can be combined together to form
negotiation strategies ((Faratin et al., 2002)).

3 EXPERIMENTAL EVALUATION
AND DISCUSSION OF RESULTS

In this section we present results of an experiment
illustrating the efficiency of the proposed multi-
alternative protocol of reaching negotiation agree-
ment in comparison with a typical single-alternative
negotiation approach with similarity-based trade-off
(Faratin et al., 2002). We simulate a number of nego-
tiations in a two-attribute scenario.

We consider the following negotiation setup in-
volving two agents, a client agent and a provider
agent. For the client agent the acceptance range is a
Cartesian product of the ranges corresponding to two
attributes:

Da = [0,1]× [0,1]

Therefore, the range for the first and second attribute
is [0,1]. The acceptance range for the second agent
in the role of provider is defined in the same way.
Over the setsDa and Db the utility functions for
both the agents are defined in the additive form. The
weights corresponding to the importance levels of the
attributes are set to 0.5. Therefore the function for the
client is defined as follows:

ua(x1,x2) = 0.5ua
1(x1)+0.5ua

2(x2)

where the functionsua
1 andua

2 are defined as follows:

uk(xk) =







1 if xk < 0.25
0.75−xk

0.75−0.25 if 0.25≤ xk ≤ 0.75
0 if xk > 0.75

(3)

For the provider agent the additive utility function
is defined in similar way as for the client agent:

ub(x1,x2) = 0.5ub
1(x1)+0.5ub

2(x2)

However, the single-attribute utility functions are de-
fined with reversed monotonicity compared to the
functions of the client agent.

uk(xk) =







1 if xk > 0.75
xk−0.25

0.75−0.25 if 0.25≤ xk ≤ 0.75
0 if xk < 0.25

(4)

As described above, the preferences of both agents
do not change during the negotiation experiment.
What varies in the experiment are the negotiation
strategies. We use the time-dependent tactics encoded
by the parameter beta indicating how sharp the con-
cession curve is. We apply a wide range of time-
dependent tactics varying from the value of 0.1 to 10.
We consider seven types of tactics with following val-
ues ofb parameter:

b ∈ {0.1,0.2,0.5,1,2,5,10}
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For the values ofb lower then 1 the strategy belongs
to Conceder strategy type. For the value ofb equal
to 1 the shape of concession curve is linear. For the
values ofb higher then 1 the negotiation strategy re-
sulting from the usage of suchb values belongs to
Boulware strategy type. The variety of negotiation
strategies used in our experiment aims at investigat-
ing how the two approaches for negotiation perform.
In the Tables 1,2 we present the results of the experi-
ments. For various negotiation strategies we simulate
49 negotiation settings. In the Table 1 we present the
utility values (pay-offs) obtained by the first agent us-
ing the traditional (columnuc) and proposed (column
ua) approaches. As we can see, the utilities obtained
in the scenario where the second approach was used
are not worse or better than utilities obtained in the
scenario where the first approach was used. The sit-
uation is similar for the second agent - the utilities
obtained in the scenario where the second approach
was used are at least as good as the utilities obtained
in scenario where the first approach was used. In the
case of scenario where the second approach was used
the obtained results are best, and can not be further
improved (in terms of Pareto efficiency) under the
assumption of particular preferences and negotiation
strategies. The reason for this observation is the appli-
cation of a specific negotiation protocol which allows
the agents to propose the fulla -cuts. Such a protocol
leads to Pareto efficient outcomes since in a particu-
lar round of negotiation the agents propose all feasi-
ble alternatives exceeding the particular level of util-
ity allowed at this stage of negotiation. Therefore, the
second approach results in Pareto efficient outcomes
and therefore outperforms slightly the first approach
which does not guarantee the Pareto efficiency. In the
third Table 3 we present the comparison of numbers
of rounds used to reach agreement in scenarios where
the first and second approach was used (columnsuc
andua, respectively). As we can see the number of
rounds resulting in agreement in the case of classical
approach is approximately twice larger as the num-
ber of rounds used to reach agreement in the case of
proposed approach and therefore it outperforms the
typical, single-alternative approach.

4 CONCLUDING REMARKS AND
FURTHER WORK

The paper presents a novel negotiation protocol for
multi-attribute agent negotiations based on usinga -
cuts to determine multi-alternative offers. As shown
in the experiments it allows for improvement of nego-
tiation outcomes in the terms of time needed to reach

an agreement and the Pareto optimality of the out-
come. In addition by allowing the agent to offer a
proposal comprising a set of alternatives we eliminate
the problem of making trade-off in the negotiation.

In the future work the proposed approach will be
tested in scenarios involving different overlaps of ac-
ceptance ranges and different deadlines of the nego-
tiating parties. We will also consider a number of is-
sues, higher than two in further experiments.
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Abstract: Flexible query conditions could use linguistic terms described by fuzzy sets. The question is how to 
properly construct fuzzy sets for each linguistic term and apply an adequate aggregation function. For 
construction of fuzzy sets, the lowest value, the highest value of attribute and the distribution of data inside 
its domain are used. The logarithmic transformation of domains appears to be suitable. This way leads to a 
balanced distribution of tuples over fuzzy sets. In addition, users’ opinions about linguistic terms as well as 
current content in database are merged. The second investigated issue is selection of an adequate 
aggregation operator. Usual t-norm functions as well as compensatory γ – operator have been examined. 
Finally, the interface for managing these issues has been proposed. A user can obtain an overview about 
stored data before running a query; that may reduce empty or overabundant answers. 

1 INTRODUCTION 

Users query databases in order to obtain data needed 
for analysis or decision making. The common way 
how to realise such a query is to formulate a logical 
condition. In general, a logical condition consists of 
several atomic (elementary) conditions connected 
with logical and or or operators. Querying with 
imprecision allows users to implement linguistic 
terms to better qualify data they wish to obtain. An 
example of such a query is select small departments 
with high turnover. The linguistic terms clearly 
suggest that there is a smooth transition between 
acceptable and unacceptable records. 

The fuzzy set theory (Zadeh, 1965) is a rational 
option which offers the solution. It brings a 
paradigm in dealing with the graduation, uncertainty 
and ambiguity described by linguistic terms. Main 
reasons to use fuzzy logic in queries are discussed in 
(Dubois and Prade, 1997) and advocated in 
(Kacprzyk and Zadrożny, 2001).  

The matching degree critically depends on 
constructed membership functions of all linguistic 
terms (Klir and Yuan, 1995); (Meier et al., 2005) 
and chosen logical aggregation function. The former 
issue has been examined in (Kacprzyk and 
Zadrożny, 2001); (Tudorie, 2008); (Tudorie, 2009). 
There exist many different operators which calculate 

conjunctions and disjunctions of membership values 
(Zimmermann, 2001). Usually, in practical 
realisations, the minimum t-norm is used as an 
aggregation function for and operator. 

Our paper is focused on these two issues of fuzzy 
queries. Section 2 shortly presents basic concepts of 
fuzzy queries. Section 3 is devoted to construction of 
membership functions of linguistic terms used in 
queries. Section 4 is focused on calculation of query 
matching degree by aggregation functions. Section 5 
presents suggested user interface for managing 
examined issues of fuzzy queries. Finally, some 
conclusions are drawn in section 6. 

2 PRELIMINARIES OF FUZZY 
QUERYING 

Let R be a table or relation of a relational database. 
A set of tuples t is then defined as relation on 
Cartesian product in the following way: 
 

)}(   )(|{ 1 nADomxxADomttR ∈⊆  (1)

where Ai is the database attribute (table column) and 
Dom(Ai) is its associated domain. In our case, 
domains are set of real numbers or its subsets. 

In queries based on fuzzy logic, the database 
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record (tuple) can fully or partially satisfy the intent 
of a query Q. Let A(Q) be the set of answers to query 
Q defined in the following way: 

 

}0)(|))(,{()( >∧∈= tRtttQA μμ  (2)
 

where µ(t) indicates how well the selected tuple t 
satisfies a query criterion. It is expressed as a 
number from the [0, 1] interval. 

Several fuzzy query implementations have been 
proposed such as FQUERY (Kacprzyk and 
Zadrożny, 1995), SQLf (Bosc and Pivert, 2000), 
FQL (Wang et al, 2007), FuzzyKAA (Tudorie, 
2009) and fuzzy generalized logical condition 
(Hudec, 2009). “Although there are variations 
according to the particularities of different 
implementations, the answer to a fuzzy query 
sentence is generally a list of records, ranked by the 
degree of matching” (Branco et al, 2005, p. 21). The 
value of matching degree depends on membership 
functions constructed for each elementary query 
condition and on chosen aggregation function. 

3 CONSTRUCTION OF 
MEMBERSHIP FUNCTIONS  

If the system uses badly defined membership 
functions, it will not work properly. These functions 
have to be carefully defined (Galindo, 2008). This 
issue has two main aspects. In the first aspect, users 
define parameters of membership functions 
according to their reasoning and preferences. The 
second aspect is devoted to calculation of these 
parameters from data stored in a database. 
 

 

 
Figure 1: Linguistic and crisp domain. 

Let a linguistic domain consists of linguistic 
terms {small, medium, high}. Linguistic domain 
covers crisp domain of attribute in a way shown in 
Figure 1. Let Dmim and Dmax be the lowest and the 
highest domain values of attribute A i.e. Dom(A) = 
[Dmin, Dmax]. Let L be the lowest boundary value and 
H be the upper boundary value of attribute in current 

content of a database; that is, [L, H] ⊆   [Dmin, 
Dmax]. In case of attribute number of days with 
empty supply shelves, the domain is the [0, 365] 
interval of integers. For example, empty shelves for 
all spare parts are noticed between 7 and 75 days i.e. 
L=5 and H=75. 

3.1 Users Create Fuzzy Sets 
Parameters 

In this approach, users are required to choose 
parameters A, B, C and D (Figure 1) according to 
their reasoning and preferences. Therefore, these 
parameters are applied in a query realization phase. 
Detailed discussion on how to cope with this issue 
can be found in (Klir and Yuan, 1995). Users usually 
consider their preferences on the whole domain of 
attributes. Let’s have the attribute A defined on 
domain Dom(A) = [DAmin, DAmax]. Let values for all 
records be non-uniformly distributed inside domain 
in such a way that majority of records are 
concentrated near value L whereas few records have 
value of the attribute A near the value H (Figure 2). 
If a user decide to set parameters C and D for the 
condition attribute A is high as is depicted in the 
Figure 2 only few records meet the condition. 
 

 
Figure 2: Fuzzy set high for the attribute A. 

If the query is more restrictive (conjunction of 
several atomic conditions) and distribution of values 
is highly unbalanced, it may easily end up with an 
empty answer. 

3.2 Fuzzy Sets Construction from the 
Current Content of a Database 

This problem was initially examined for fuzzy 
queries where the second elementary condition 
depends on the result of the first elementary 
condition. It means that the second elementary 
criterion requires taking into account sub domains of 
the attributes domains limited by tuples already 
selected by the first elementary condition (Tudorie, 
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2008). Two ways of fuzzy sets construction are 
offered: the uniform domain covering method and 
the statistical mean based algorithm. In our research, 
we have examined these methods for fuzzy queries 
where overall query condition consists of atomic 
conditions connected by and operator. 

3.2.1 Uniform Domain Covering Method 

At the beginning, this method requires the values of 
L and H. These values are obtained form a database 
content. Length of fuzzy set core β and length of 
fuzzy set slope α (Figure 1) are created in the 
following way (Tudorie, 2008): 
 

)(
8
1 LH −=α  (3)

)(
4
1 LH −=β  (4)

 

Consequently, it is easy to calculate required 
parameters A, B C and D from values L, H, α and β. 

The uniform domain covering method reduces 
the issue depicted in Figure 2, if the distribution of 
attribute values in the domain is more or less 
uniform.  

If it is not the case, the uniform domain coverage 
could lead to a highly unbalanced distribution of 
tuples over fuzzy sets. It implies that only few tuples 
are in one fuzzy set, while majority of tuples is in 
another one. It might lead to a conclusion that the 
meaning of the linguistic term is far from real data.  

Let’s have a query, which looks for sellers with a 
high amount of sold items. The query condition has 
to consider parameters of each region where sellers 
operate. The meaning of the term high differs among 
regions. 

3.2.2 Statistical Mean based Algorithm 

A possible solution is adding the statistical mean 
into construction of fuzzy sets. The middle of the 
medium fuzzy set core is the statistical mean of 
attribute. In this approach, cores of all three fuzzy 
sets (β) have equal size; lengths of fuzzy sets slopes 
are different. Experiments on altitude above sea 
level for 2877 municipalities in Slovakia reveal a 
limitation of this approach. Many municipalities are 
close to the value L, whereas only few municipalities 
are close to H. It is similar to the distribution 
depicted in Figure 2. Moreover, the value of β is 
smaller in comparison with the uniform domain 
covering method. This causes that only two 
municipalities fully belong to the fuzzy set high. In 
order to solve this limitation, we have realised 

experiments with a logarithmic transformation. 

3.2.3 Logarithmic Transformation 

In many cases, values of attributes are close to e.g. 
the value L, whereas only few are close to H and 
therefore belong to the fuzzy set high or contrary. 
An illustrative example is population density of 
municipalities where only few big cities have high 
population density. This kind of data distribution 
where only few tuples highly determine fuzzy set 
parameters cannot be properly evaluated by uniform 
domain covering method or by the linear 
transformation used in (Kacprzyk and Zadrożny, 
2001). The logarithmic transformation is a rational 
option which might provide a solution. After a 
logarithmic transformation, the values of α and β are 
not equally long for all fuzzy sets. The interval [L, 
H] is transformed into the interval [log(L), log(H)]. 
Consequently, in this interval, logarithms of α, β and 
A, B, C and D are calculated using equations (3) and 
(4). Finally, obtained values are delogarithmised into 
real values. 

4 CALCULATION OF 
MATCHING DEGREE 

The most used operators are t-norm and t-conorm 
functions; they are specialized for the aggregation 
under uncertainty (Detyniecki, 2001). In this paper, 
other aggregation operators are mentioned. 

4.1 T-norm Functions 

They are generalizations of the two-valued logical 
aggregation operators. The associative axiom (Klir 
and Yuan, 1995) ensures that all t-norm and t-
conorm functions can be used for and and or 
operators respectively. Actually, it is not easy to 
aggregate all these functions to arbitrary number of 
elementary conditions. The following t-norm 
functions can be easily aggregated for cases when 
more than two attributes are used (Siler and 
Buckley, 2005): 
 

 minimum 

n1,...,i      ))(amin((t) i == iμμ  (5)

 product 

∏
=

=
n

1i
i ))(a((t) iμμ  (6)
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where µi(ai) denotes the membership degree of the 
attribute ai to the i-th fuzzy set. 

It is obvious that different t-norm functions 
calculate different matching degrees. In addition, 
they do not meet all axioms of Boolean logic. It is 
consequence of generalization of {0, 1} logic into 
many-valued logics (including fuzzy logic) based on 
truth functionality. The two-valued logic meets all 
axioms of Boolean algebra, namely excluded 
middle, contradiction and idempotency whereas in 
fuzzy logic it is not the case (Radojević, 2008). 

From the above mentioned t-norms, only 
minimum (5) is an idempotent t-norm what makes it 
the most acceptable for users accustomed to the 
crisp logic. On the other hand, this t-norm does not 
meet the contradiction axiom. The product t-norm 
(6) takes into account all membership degrees and 
balances the query truth membership value across 
each of elementary conditions. But the query 
matching degree could be significantly lower than 
the matching degree of the lowest value of 
elementary conditions. In addition, this t-norm does 
not meet the contradiction and the idempotency 
axioms. The Lukasiewicz t-norm (7) is a nilpotent t-
norm. This t-norm satisfies the contradiction axiom 
but does not satisfy the idempotency axiom.  

Let’s have two records which satisfy the first 
elementary condition (A) and the second elementary 
condition (B) as is shown in Table 1. 

Table 1: Example of matching degrees using t-norms. 

tuple A B Min (5) Prod (6) Luk (7) 

1 0.11 0.2 0.11 0.02 0 

2 0.1 0.9 0.1 0.09 0 
 

It is obvious that the min-t-norm prefers the tuple 
1. This contradicts the human decision-making 
process. Although the tuple 1 is only slightly better 
according to the first elementary condition and 
significantly worse according to the second 
elementary condition, it is preferred. The product t-
norm prefers the second record with the membership 
degree lower than 0.1. Lukasiewicz t-norm 
calculates membership degrees of 0 for both records 
because they do not significantly satisfy both atomic 
conditions.  

4.2 Other Aggregation Functions 

“Several authors noticed that t-norms and t-conorms 
lack compensational behaviour” (Detyniecki, 2001, 

p.28). This issue can be solved using compensatory 
operators to model the fuzzy or linguistic and 
operator. The compensation of a bad value of one 
attribute by a good value of another attribute can be 
achieved e.g. by the γ - operator (Zimmermann and 
Zynso, 1980) adapted to the fuzzy queries in the 
following way: 
 

γγ μμμ )))(1(1())(()(
1

1

1
∏∏
=

−

=

−−=
n

i
iii

n

i
i aat  (8)

 

where ]1,0[∈γ , other elements have the same 
meaning as in (5) – (7). Applying the γ - operator 
with the value of 0.5 implies that all attributes are 
equally relevant in the calculation of the matching 
degree. A short discussion of applicability of γ - 
operator can be found in (Werro et al, 2005).  

Let’s look at the query containing two 
elementary conditions. The matching degrees of all 
above mentioned t-norm functions and γ - operator 
are presented in Table 2. 

Table 2: Matching degrees using t-norms and γ = 0.5. 

tuple A B min (5) prod (6) L (7) γ (8) 
1 0.1 0.1 0.1 0.01 0 0.04
5 0.11 0.2 0.11 0.02 0 0.08
3 0.1 0.9 0.1 0.09 0 0.29
8 0.33 0.42 0.33 0.14 0 0.29
4 0.1 1 0.1 0.1 0.1 0.32
7 0.2 0.9 0.2 0.18 0.1 0.41
9 0.55 0.45 0.45 0.25 0 0.43

11 0.5 0.5 0.5 0.25 0 0.43
12 0.51 0.55 0.51 0.28 0.06 0.47
10 0.9 0.5 0.5 0.45 0.4 0.65
13 0.85 0.77 0.77 0.65 0.62 0.79
14 0.9 0.9 0.9 0.81 0.8 0.9
15 1 1 1 1 1 1

 
The product t-norm and the γ – operator give us 

the same ranking of records except the records 8 and 
4. The γ – operator requires double time in 
comparison with the product t-norm. On the other 
hand, the product t-norm often gives values which 
are significantly lower than ones obtained from the 
minimum t-norm. For users, it seems that the 
compensation of bad and good values is worse than 
the bad value. If a user cares about “which objects 
does the system get me first” the product t-norm is a 
better solution. In other cases, like data examination 
in official statistics “how the system does internally 
rate its answers” the γ – operator is more 
informative. According to results in Table 2, the γ - 
operator is the most appropriate one. 

Other aggregation operators could be applied, 
such as Choquet integral or Ordered Weighted 
Averaging (OWA) operators in order to create more 
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sophisticated queries. The later one is examined in 
(Zadrożny and Kacprzyk, 2009).  Prioritized fuzzy 
constraint satisfaction problem can be applied in 
queries which handle fuzzy conditions. The value 
with the biggest priority has the largest impact on 
the result given by the priority t-norm (Takači and 
Škrbić, 2008).   

5 QUERY REALIZATION 

In (Bordogna and Psaila, 2008), the following 
drawback of fuzzy query languages is recognized: 
The proposals defined so far usually assume that 
fuzzy predicates are defined “a priori” and included 
in a query at need. Even when user-defined fuzzy 
predicates can be specified, there are not specific 
commands in the query language itself to customize 
the meaning of terms. One solution to this issue is 
examined in (Tudorie, 2009). The FuzzyKAA is able 
to assist a user in defining linguistic terms according 
the content in database. 

A direct user input is an ideal case (Gurský et al, 
2008). It assumes that a user has a clear idea what 
data he wants to select. Moreover, it reduces 
computational burden. This is often not the case and 
a user needs some information about stored values 
before he creates query conditions. 

5.1 Proposed Interface 

In order to manage querying across the approach 
examined in sections 3 and 4, the interface for 
desktop application depicted in Figure 3 is proposed. 
The interface is decomposed into three main parts. 
The first part deals with the navigation through a list 
of query-able attributes (in this case, adapted to 
attributes from the municipal database).  

The second part is focused on creation of flexible 
query conditions. All chosen attributes for the fuzzy 
part of a query are situated inside the tab control. 
Each tab page contains one indicator. The user can 
directly input parameters of linguistic terms (A, B, C 
and D) or ask for the suggestion by one of methods 
recommended above (the uniform domain covering 
method or the logarithmic transformation). 

Third part is devoted to selection of aggregation 
function (γ – operator, minimum and Lukasiewicz) 
and presenting results in a tabular form.  

Finally, the user request is translated into the 
SQL query and processed by the database 
management system. At the end of this process, the 
answer is presented through the interface. 

In the suggested approach, users obtain overview 

of stored data before a query realization, so they 
have a possibility to adjust parameters of fuzzy sets 
inside each elementary condition. The suggested 
approach could reduce empty answer and 
overabundant answer problems. The empty answer 
problem simply means that there is no data matching 
the overall query condition. The query Q results in 
an empty answer if Q(t) = Ø. (Bosc et al, 2008). The 
overabundant answer problem is defined as an 
answer where the cardinality of Q(t) is too large 
(Bosc et al, 2008). 

 

 
Figure 3: Proposed interface. 

6 CONCLUSIONS 

Although fuzzy set theory has been already 
established as an adequate framework to deal with 
flexible queries, there are still many ways how to 
improve fuzzy queries. In our paper, we focused on 
the issue of fuzzy sets construction and examination 
of adequate aggregation functions.  

The first issue can be satisfactorily solved if we 
merge a user’s opinion about linguistic terms with 
the current content in database. A user can directly 
input fuzzy sets parameters or ask for suggestions. 
The uniform domain coverage method is appropriate 
when attribute values are more or less uniformly 
distributed inside its domain. In the other case, a 
logarithmic transformation is more suitable. This 
information helps to reduce empty or overabundant 
answer problem.  

For the second issue, t-norm functions used in 
fuzzy queries are discussed. As a result, the γ – 
operator is suggested. This operator takes into 
account all membership degrees and compensates a 
bad value of one attribute with a good value of 
another attribute.  
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Finally, both above examined issues have been 
incorporated into the proposed querying interface. 

Integration of approaches of membership 
functions construction from current content in 
database and selection of appropriate aggregation 
operators could bring more sophisticated querying 
tool for end users.  

The topic for further research is how to recognize 
directly from data whether the uniform domain 
method is more suitable than the logarithmic 
transformation and how to offer most suitable 
aggregation operator to meet users' needs. 
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Abstract: A recurring task when managing logistics networks in which logistics companies jointly offer services is the 
comparison of logistics services based on their underlying processes. The comparison is necessary for the 
integration of processes, the selection of logistics providers and the evaluation of a company's performance. 
Due to a high diversity of logistics services and their properties as well as due to the high amount of 
services automated logistics service comparison is needed to support this task. This paper presents basic 
requirements and evaluates the state of the art with regard to these requirements. In addition, an initial 
solution approach providing a solid base for future work is outlined. 

1 INTRODUCTION 

Logistics management plays a central role for most 
companies in manufacturing industries. It organises 
flows of goods and information across corporate 
value chains. Increased value orientation, 
progressive globalisation, ongoing concentration on 
core competencies, higher requirements towards the 
quality of service, and innovation in information and 
communication technology led to a high diversity 
logistics management has to deal with (Pfohl, 2004).  

As a consequence, logistics companies such as 
warehouses or carriers start to arrange themselves in 
logistics networks in order to jointly offer a logistics 
service bundle that is able to meet customers' 
expectations. These logistics networks are usually 
managed by Logistics Network Service Providers 
(LSP) like third and fourth party logistics providers 
(Gudehus and Kotzab, 2009). LSPs do not 
necessarily have to provide own physical logistics 
assets such as trucks for the service delivery. Instead 
they need to have a wide knowledge of logistics 
processes and of information technology enabling 
them to act as the central point of contact to the 
customer and to coordinate logistics companies in 
order to flexibly configure services within the 
network with regard to the customers' requirements.  

The main task for LSPs is therefore the network 
management which was introduced by (Sydow and 
Duschek, 2011) and which comprises four tasks: the 
selection of logistics companies which should be 

part of the network; the regulation of tasks necessary 
to implement the demanded logistics services; the 
allocation of these tasks to the companies within the 
network; and the evaluation of the network.   

A recurring problem within those tasks is the 
comparison of logistics services. When selecting 
logistics services the LSP needs to check whether 
the services offered by companies fit to those 
required by the network. Within the allocation it 
needs to be examined whether those services are 
suitable to implement services needed by customers. 
Furthermore, LSPs have to find similar logistics 
services which indicate options to obtain economies 
of scale during the regulation. Finally, a central task 
when evaluating services is to verify that they still 
correspond to their initial design. As a manual 
comparison of logistics services can be quite 
cumbersome due to the high amount and diversity of 
logistics services and their properties the objective 
of this paper is to briefly outline an automated 
approach to the comparison of logistics services to 
support decision making within the management of 
logistics networks. In particular, the contribution of 
this paper is the evaluation of state of the art based 
on basic requirements as well as the introduction of 
an initial approach satisfying these requirements. 

The paper is structured as follows. In section 2 
the requirements towards the comparison of logistics 
services are outlined. Afterwards, section 3 
evaluates related work with regard to these 
requirements. The approach is introduced in section 
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4. Finally, section 5 concludes the paper and gives 
an outlook on next steps. 

2 REQUIREMENTS 

This section introduces the basic requirements 
towards the automated service comparison within 
logistics network management. These requirements 
were determined by conducting expert interviews 
and case studies in the context of two research 
projects and in collaboration with a logistics network 
emphasizing the practical need for an appropriate 
approach. The requirements are outlined in the 
following and examples that are partly based on the 
ARIS SmartPath reference processes are used to 
illustrate the purpose of the requirements.  

Requirement 1 (Flow semantics): The most 
important requirement is that the comparison of 
logistics services has to be based on the examination 
of the behaviour of the business processes which 
implement the services independently of which 
business process notation is used. Processes as sets 
of activities performed in coordination by a single 
company (Weske, 2007) and collaborations of them 
allow to capture the flows of goods and information 
which are implemented by a logistics network in 
order to perform the main task of logistics, namely 
transferring goods in space and time (Gudehus and 
Kotzab, 2009). The reason for explicitly looking at 
the behaviour of processes is that logistics processes 
are usually characterized by a high degree of 
variability. A typical example is to compare 
consignment processes to identify consolidation 
options. In order to deal with different types of 
goods there might be some activities whose 
execution depends on the type. In such a case two 
processes might be quite different from a structural 
perspective as the number of types that can 
potentially be handled by a company might differ 
from those of another company. Comparing the 
behaviour instead helps to determine cases which 
both processes can handle. The behavioural view 
also allows to compare the actual process execution 
with process templates in case of unexpected 

 runtime variations. This would probably not be 
possible from a structural perspective as the 
variations are commonly not captured in a model. 
The actual behaviour instead can be reconstructed 
from data within information systems. Additionally, 
notation-independence is needed because the 
companies within the network usually employ 
different notations, e.g. BPMN, EPC etc, affecting 
the identification of appropriate services.    

Requirement 2 (Context semantics): While the 
flow semantics consider how a service is delivered, 
it is also essential to take account of what is done. 
Common process notations allow to label activities 
using phrases like "transport goods" and "pick 
order". This is not sufficient in logistics where it is 
necessary to consider the context in which a process 
is executed, e.g. during regulation two transport 
processes can only be consolidated if their routes are 
close to each other or during selection it is necessary 
to determine if a company is able to process 
individual orders in a special format. Hence, the 
second requirement is that activities are compared 
under consideration of a detailed functionality 
description rather than simply relying on their labels. 

Requirement 3 (Level of abstraction): The third 
requirement refers to the first two requirements. It 
demands that the approach must take the different 
levels of abstraction that services can be viewed 
from into consideration. For example, there might be 
the option to consolidate a simple transport service 
with a composed service which consists of a couple 
of services, but which depicts a similar transport. 
Considering the flow semantics in such a case, a 
simple process must be compared to a process 
collaboration. Furthermore, companies may provide 
more process details than necessary to the LSPs that 
are mainly interested in a coarse-grain view onto the 
activities and the points of interaction. In this case a 
few activities from an LSP's view could correspond 
to a complex flow of activities offered by the 
companies. At the context level there is also a 
difference between the representation of services 
offered by companies and of those requested by 
customers. While services of companies usually 
illustrate companies' capabilities, services demanded 
  

 Table 1: Summary of the requirements. 

 Key phrase Description 
Req. 1 Flow semantics The comparison must be based on a notation-independent analysis of the behaviour of the 

business processes implementing the logistics services. 
Req. 2 Context semantics Process activities have to be compared on the base of a detailed functionality description rather 

than relying on labels. 
Req. 3 Levels of abstraction The different levels of abstraction services can be described on need to be regarded. 
Req. 4 Presentation of results The results must enable analysts to investigate reasons for the similarity of two processes. 
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by LSPs are specified with regard to a certain 
contract. A simple example to illustrate this is a 
transport service. A carrier would usually name the 
region in which it is able to conduct transports, e.g. 
Central Europe etc., while in a contract there is 
usually a demand for a specific tour, e.g. from 
Hamburg to Prague. This requirement is most 
important when tasks are allocated to companies.  

Requirement 4 (Representation of results): In 
order to support an LSP in decision making it is not 
sufficient to present the result of a comparison of 
two services as a single number indicating the 
degree of overlap or difference between the services. 
Such a number might indeed be useful to preselect 
suitable services. Unfortunately, in this case the 
reasons for the classification are hidden behind a 
single number, which makes it hard for analysts to 
further investigate on the most suitable solution. 
Thus, the fourth requirement is that an analyst must 
be able to examine reasons for commonalities and 
differences for decision making using the results. 

To summarize this section Table 1 provides an 
overview of all four requirements. 

3 RELATED WORK 

After having outlined the requirements in the last 
section existing work is presented and assessed on 
the base of these requirements here. Because of the 
flow semantics being the central requirement and all 
other requirements being based on it the focus is on 
approaches that compare processes. 

In literature a couple of equivalence notions for 
comparing processes can be found, e.g. bisimulation 
(Hidders, Dumas, van der Aalst, ter Hofstede and 
Verelst, 2005). Following (van Dongen, et al., 2008) 

those notions can be excluded from the explanations 
in this section for various reasons. The most 
important one is that they compute the equivalence 
of two processes, i.e. they answer the binary 
question if two processes are equivalent or not. As 
the fourth requirement states, it is important to make 
a statement about the degree of equivalence and to 
give hints for further investigation. This is clearly 
not satisfied by those notions. Thus, this section 
deals with approaches in the field of process 
similarity that measure the degree of equivalence. 

The first approach outlined here is presented in 
(van der Aalst, et al., 2006). Here processes are 
compared on the base of finite sets of traces. These 
sets usually comprise a certain number of actual 
process executions, but can also be derived from 
simulations or user defined scenarios. To compare 
two processes using sets of traces two metrics are 
defined. Both are asymmetric and measure the 
similarity based on one of the processes. Besides 
counting the number of transition connections that 
appear in traces of the original as well as in the 
compared model the metrics also account for the 
transitions that are enabled within the traces.  

In (Dijkman, et al., 2009) the Graph Edit 
Distance which indicates how many operations are 
needed to transform one process graph into another 
one is used to calculate the similarity. To calculate 
this metric, the mapping of nodes of two graphs is 
determined in four different ways each of them 
relying on activity labels. 

In (van Dongen, et al., 2008) an approach is 
presented that relies on so called causal footprints. 
These footprints consist of all nodes of a process 
graph and two sets for each node. The first set 
comprises all nodes which can be executed before and 
the second set comprises those which can be executed 
 

Table 2: Assessment of existing approaches. 

Approach Flow semantics Context semantics Levels of abstraction Presentation of results 
(Dijkman, Dumas and 
García-Bañuelos, 2009) 

- Structure  
- Business process graphs 

- Labels 
 

- Not considered - A symmetric metric  

(Ehrig, Koschmider and 
Oberweis, 2007) 

- Structure 
- Petri nets  

- Labels - Not considered - A symmetric metric 

(Kim and Suh, 2010) - Structure 
- Special ontologies 

- Context information - Not considered - A symmetric metric 

(Lu, Sadiq and Governatori, 
2009) 

- Structure & behaviour 
- Process variant scheme 

- Labels 
- Context information 

- Not considered - A symmetric metric 

(van der Aalst, de Medeiros 
and Weijters, 2006) 

- Behaviour 
- Petri nets 

- Not considered - Not considered -Two asymmetric 
metrics 

(van Dongen, Dijkman and 
Mendling, 2008) 

- Behaviour 
- Causal footprint 

- Labels - Not considered - A symmetric metric 

(Zha, Wang, Wen, Wang 
and Sun, 2010) 

- Behaviour 
- Transition adjacency relations 

- Not considered - Not considered - A symmetric metric 
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after the current node. Transforming the footprints 
into vectors makes it possible to calculate the 
similarity as the cosine of the angle between these 
vectors. During the transformation matching activities 
that are based on labels and in case of EPCs also on 
information derived from events surrounding a 
function are employed. A similar approach is 
introduced in (Zha, et al., 2010). There a process is 
represented as a transition adjacency relation 
comprising pairs of activities of a process that can be 
executed directly one after the other. The similarity is 
defined as the ratio between the cardinality of the 
intersection of two transition adjacency relation sets 
and the cardinality of their union.    

In the field of process variants an approach to 
determine whether a certain process variant meets a 
query which is a collection of features is introduced 
in (Lu, et al., 2009). These features can be classified 
as behavioural, structural or contextual features. For 
all classes algorithms to measure the similarity are 
proposed and the general similarity is then defined 
as the ratio of the similar features and the number of 
features in the query. 

Some approaches rely on ontologies used to 
describe processes. In (Ehrig, et al., 2007) Petri net 
models are represented using an ontology. The 
similarity of two concepts from different models is 
the weighted sum of the syntactic, the linguistic 
(synonym and homonym relations) and the structural 
(taking related process concepts into account) 
similarity. The similarity of two processes is the sum 
of the similarities of concept pairs determined 
beforehand by mapping concepts from one model to 
those from the other one. In (Kim and Suh, 2010) 
five ontologies are defined to describe different 
views onto a process including organizational, 
domain, structural, resource and service aspects. 
Based thereon matchmaking is employed to classify 
the match between properties of two processes and 
to sum the corresponding similarity degrees. 

The assessment of these approaches with regard 
to the requirements outlined beforehand is 
summarized in Table 2. As can be seen in this table, 
approaches exist which examine the behaviour of 
processes independently from a certain business 
process notation by relying on a representation that 
can be derived from such notations. While most of 
the approaches use labels to match activities or 
assume the match to be done beforehand, two 
approaches consider context information. However, 
none of the approaches fulfils both requirements. 
Regarding the demand for supporting different 
levels of abstraction it can be seen that none of the 
approaches addresses this requirement. Lastly, all 

approaches calculate a single degree of similarity but 
do not provide further information. The approach 
presented in (van der Aalst, et al., 2006) is slightly 
more advanced as it calculates the similarity for each 
of the processes being compared.  

It is subject to future work and a relevant open 
issue to develop an approach which is designed with 
regard to all requirements. A first blueprint for such 
an approach is introduced in the next section.  

4 PROPOSED APPROACH 

The basic approach to the automated comparison of 
logistics services and the reference of each step 
within the approach to the requirements are 
presented in Figure 1.  

The first step is the transformation of the process 
models into notation-independent models with 
activity annotations. Candidates for a meta-model 
are Petri nets, transition systems etc. On the base of 
such a meta-model different transformations have to 
be written in order to ensure that process models of 
various notations can be compared as demanded by 
the first requirement. Existing approaches, like 
(Raedts, Petkovic, Usenko, van der Werf, Groote 
and Somers, 2007) where BPMN models are 
transformed into Petri net models, can be reused.   

A further important part of the first step is to 
annotate the models during the transformation in 
order to add information about the logistics 
functionality as necessary due to the second 
requirement. The annotation is based on the IOPE-
model which is used within several service 
specification approaches like the Unified Service 
Description Language (Cardoso, Barros, May and 
Kylau, 2010). This model allows for describing 
activities with regard to their inputs and outputs as 
well as the preconditions and effects as 
representations of the state of the world that need to 
remain valid before and after activity execution. 
Furthermore the IOPE-model allows for applying 
the scheme introduced by (Hömberg, Hustadt, Jodin, 
Kochsiek, Nagelö and Riha, 2007). This scheme can 
be used to describe logistics functionality in terms of 
the information and goods that flow through an 
activity (input and output) as well as in terms of the 
changes made to the time and the space as well as 
the states of the information and goods (precondition 
and effect). To make these annotations interpretable 
for machines, different ontologies as explicit 
specifications of a conceptualization (Gruber, 1993) 
need to be employed. Regarding the third 
requirement the concepts of these ontologies must 
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reflect different levels of abstraction and must be 
related to each other, e.g. an ontology to describe 
states regarding space must enable a modeller to 
define regions and routes for transports. While the 
region is necessary to describe a company's abilities 
the route is needed to specify contract related 
requirements. This ontology should also connect the 
concepts route and region so that a machine is able 
to determine whether a company can handle routes 
in a certain region. The actual annotation can then be 
done in different ways. If the source model is 
already annotated in some way, these annotations 
also need to be transformed, e.g. if different 
ontologies are used, ontology matching algorithms 
(Euzenat and Shvaiko, 2007) will need to be 
integrated. In case of missing annotations they can 
be added manually while annotations on the base of 
the proposed ontologies can simply be copied. 

Afterwards the second step is to normalize the 
models. This is done because of the third requirement. 
The goal of this step is to transform fine-grain process 
models into more coarse-grain ones in order to bring 
both models to the same level of abstraction. A simple 
rule could be to summarize activities that are arranged 
in sequence without any points of decision or 
interaction in between. One of the approaches 
supporting this step is presented in (Koliadis and 
Ghose, 2007) where effects of activity executions 
within processes are summarized supporting the 
summary of the overall preconditions and effects. 

The third step prepares the process models for 
the actual comparison by matching activities of one 
process to the ones of the other process. The 
rationale here is to calculate the similarity of all 
activity pairs on the base of their annotations. 
Afterwards the optimal mapping is determined by an 
appropriate heuristic whereby optimal means that 
the sum of the similarity of all mapped pairs is as 
high as possible. This step is oriented towards the 
approach outlined in (Dijkman, et al., 2009) where 
the optimal mapping of activities is computed on the 
base of the syntactic and linguistic similarity of their 

labels. By relying on the annotations this step also 
accounts for the second requirement. 

The fourth step is the comparison of the models 
on the base of their behaviour. As presented in the 
previous section there already exist approaches to 
compare processes from a behavioural perspective, 
like the one presented in (van der Aalst, et al., 2006). 
Nevertheless, extension is necessary to consider the 
fourth requirement, i.e. besides the computation of a 
degree of similarity the main reasons for the result 
must also be collected. 

The last step is then to present the results to the 
customer using an appropriate visualisation that not 
only presents the degree of similarity but also the 
indicators that were collected in the previous step. 
As the services might rely on different notations it is 
important to present the results in a way that allows 
an analyst to investigate them although he or she is 
not familiar with the used process notations.  
As the comparison of the original service to a set of 
other services is done in pairs and as there might be 
a lot of services that need to be compared the 
computation time can be high. In order to reduce it 
different strategies are possible. The first one is to 
estimate the similarity beforehand and only take 
those services into consideration which are believed 
to be similar to a certain degree, like it is done in 
(Yan, Dijkman and Grefen, 2010). A further option 
is to preselect services based on the purpose of the 
comparison, e.g. in the allocation and in the 
selection only services representing a company's 
capabilities are regarded. The last option mentioned 
here is to configure the features taken into account 
within the approach like it is proposed in (Lu, et al., 
2009). Of course all these strategies can be 
commonly employed. It is also possible to proceed 
iteratively and refine the result set step by step. 

5 CONCLUSION & NEXT STEPS 

This paper motivated why it is necessary  to  support 

 
Figure 1: Basic approach for the service comparison. 
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the management of logistics networks with an 
automated approach for logistics service 
comparison. The central requirements determined in 
cooperation with a logistics network were 
introduced. Subsequently, the state of the art was 
evaluated with regard to these requirements. As a 
first step towards the automated comparison an 
approach which consists of five steps was proposed. 
These steps include some pre-processing in form of 
the transformation into a notation-independent 
representation as well as the normalization of the 
representation and the activity mapping to equalize 
the different levels of abstraction. Afterwards the 
comparison is done using the notation-independent, 
normalized and mapped process models. The final 
step is the visualization making the results 
interpretable for experts. 

The first step to implement the basic approach is 
the selection of a notation-independent represen-
tation and of a basic comparison algorithm. On the 
one hand this represents the main functionality of 
the approach and on the other hand it constitutes a 
solid base for adding the other requirements. It is 
planned to evaluate the approach in each 
development step in order to ensure the benefit for 
logistics management. Hence, experts opinions and 
the results of the automated approach will be 
compared on the base of scenarios derived from 
logistics reference processes and from case studies 
conducted within the logistics network.     
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Abstract: This paper describes the application of an Artificial ImmuneSystem (AIS) to a real world problem: how to
predict electricity fraud and theft. The field of Artificial Immune Systems is a recent branch of Computa-
tional Intelligence and has several possible applications, like pattern recognition, fault and anomaly detection,
data analysis, agent-based systems and others. Although its potential, AIS still is not applied as much other
techniques such as Artificial Neural Nets are. Various workscompare AIS with other techniques using toy
problems. But how much efficient is AIS when applied to a real world problem? How to model and adapt
AIS to a specific domain problem? And how would be its efficiency compared to traditional algorithms? On
the other hand, many companies perform activities that can be improved by Computational Intelligence, like
predicting fraud. Electrical energy fraud and theft cause large financial loss to energy companies and indirectly
to the whole society. This work applies AIS to predict electrical energy fraud and theft, analyzes efficiency
and compares against other classifier methods. Data sample used to training and validation was provided by
an electrical energy company. The results obtained showed that AIS has the best performance.

1 INTRODUCTION

The electrical energy distribution business faces a se-
rious problem: some consumers try illegally to de-
crease their bills. This goal is achieved through fraud
and theft. Fraud consists in handling energy company
equipments aiming to decrease consumption registra-
tion. Theft is to make an unauthorized connection to
the electrical energy system. In some countries, elec-
trical energy fraud and theft cause annual losses of
billions of U.S. dollars (Smith, 2004; ANEEL, 2008).
Theft and fraud directly affect energy companies, but
indirectly affect also honest consumers. The tamper-
ing of energy company equipments can result in poor
quality energy supply to the neighbors of dishonest
consumers. Also, energy taxes are increased having
theft and fraud as the explanation.

To stop a fraud or theft from a dishonest consumer,
energy company must perform an in locus inspection.
As generally energy companies have few inspection
teams, in locus inspection should be conducted in
consumers more likely to be dishonest. Trying to hit
dishonest consumers, energy companies use different
strategies: receive anonymous tip offs about fraud and
theft, make studies about consumers data and, just a
few companies, apply datamining and pattern recog-

nition techniques (Dick, 1995; Queiroga and Varejão,
2005; Monedero et al., 2006). In Brazil, CEEE-D is
an energy company that still does not apply datamin-
ing and pattern recognition techniques to classify con-
sumers as likely dishonest.

Artificial Immune System (AIS) is a relatively
new branch of Computational Intelligence (CI) and
is still in its infancy (Aisweb, 2009). Even though it
has a wide potential application area, the algorithms
and techniques of this field are not as widespread
as those of Artificial Neural Nets and Genetic Algo-
rithms. AIS can be used for pattern recognition. This
work models and applies an AIS to classify CEEE-
D consumers as likely dishonest aiming to analyze its
efficiency. The results from AIS are compared against
other well-known classification techniques.

The following sections introduce Artificial Im-
mune Systems and discuss its application to a prob-
lem of an electricity company, including goals, data
set, algorithm, experimental results, conclusions, and
bibliographic references.
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2 ARTIFICIAL IMMUNE
SYSTEMS

The natural immune system has several properties
that are interesting from a computational point of
view (De Castro and Timmis, 2002), including pat-
tern recognition, diversity, autonomy, anomaly detec-
tion, noise tolerance, resilience, learning, and mem-
ory, amongst others. Such features have inspired the
development of new computational models and algo-
rithms. AIS emerged in the 1990s as a new branch
of CI (Dasgupta, 2006; Dasgupta and NIÑO, 2008).
AIS are adaptive systems, inspired by theoretical im-
munology and observed immune functions, princi-
ples, and models, that can be applied to problem solv-
ing (De Castro and Timmis, 2002).

The scope of applications of AIS include, but are
not restricted to: pattern recognition (Alexandrino
et al., 2009), fault and anomaly detection (Kessentini
et al., 2010), data analysis (data mining, classification
etc.) (Nasir et al., 2009; Kodaz et al., 2009), agent-
based systems (Hilaire et al., 2008), scheduling (Yu,
2008), machine learning, autonomous navigation and
control (Zhang et al., 2009), search and optimization
methods (Rodionov et al., 2011), artificial life, and
security of information systems (Yu, 2011).

3 ELECTRICAL ENERGY FRAUD
AND THEFT

Fraud and theft cause financial loss to energy compa-
nies in the whole World. Energy companies legally
increase energy rates to compensate this kind of loss,
referred to by the companies as Non-Technical Losses
(NTL). In USA, estimated theft costs are between
0.5% and 3.5% of annual gross revenues (Smith,
2004). In developing countries, NTL are serious con-
cerns for utility companies as they are about 10 to
40% of their total generation capacity (Depuru et al.,
2011). In Brazil, annual NTL losses are over US$ 2
billion (ANEEL, 2008).

Basically, there are 3 situations that result in
losses (Dick, 1995; Smith, 2004; Depuru et al., 2010):

1. A consumer who tampers with the meter so that
it under-registers consumption; this is fraud. Fig-
ure 1 shows a tampered meter which is a kind of
fraud.

2. A consumer who does not tamper with the meter,
but instead creates another connection bypassing
the meter. The consumer uses this illegal con-
nection for some devices (usually devices that are
large power consumers); this is theft.

Figure 1: Picture of a tampered meter. There is a stone in
the disc.

3. A non-registered consumer who makes an illegal
connection. This is also theft, but this case is be-
yond the scope of this study, because the energy
company does not have any information about
these transgressors in its database.

To detect dishonest consumers, energy companies
analyze consumer data and receive anonymous tip
offs about dishonest consumers. Based on this in-
formation, they can determine whether a consumer is
suspect. To confirm fraud or theft, an in locus inspec-
tion must be conducted. It is not, however, feasible
for an energy company to inspect every consumer as
the few inspection teams. Ideally in locus inspections
should be conducted in consumers more likely to be
dishonest, which can be ascertained through discov-
ery of patterns in consumer data.

CEEE-D (Companhia Estadual de Distribuição de
Energia Elétrica) is an energy company in southern
Brazil. CEEE-D provides electricity to 72 cities and
has 1,470,000 consumers (CEEE, 2011). CEEE-D is
a partner in this study and provided a data set of in-
spected consumers to be used in the training and tests.
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Table 1: Confusion matrix.

Predicted
Positive

Predicted
Negative

Actual Posi-
tive

True Positive
(TP)

False Nega-
tive (FN)

Actual Nega-
tive

False Positive
(FP)

True Negative
(TN)

4 GOALS AND METRICS

As described previously, the goal of this work is to an-
alyze the effectiveness of the AIS paradigm applied to
a real world problem. From this goal, three questions
can be derived:

• Question 1:Can an AIS application learn to pre-
dict dishonest electricity consumers?

• Question 2: How efficient is AIS applied to this
problem?

• Question 3:How efficient is AIS when compared
to other methods?

To answer these questions, it is necessary to define
metrics and how to interpret them. Thus, some con-
cepts and metrics used in classification tasks are in-
troduced. True Positive (TP) is the number of cor-
rectly labeled cases that belong to the positive class.
In this work the positive class consists of dishonest
consumers. True Negative (TN) is the number of cor-
rectly labeled cases that belong to the negative class
(honest consumers). False Positive (FP) is the number
of items incorrectly labeled as belonging to the posi-
tive class. Finally, False Negative (FN) is the number
of items incorrectly labeled as belonging to the nega-
tive class. The four values (TP, TN, FP, and FN) con-
stitute cells of the so-called Confusion Matrix. This
matrix is created by crossing predicted values with
real values. The confusion matrix is the basic output
of any classifier validation as shown in Table 1.

The sum of TP and FN is the actual number of
items in the positive class, whereas the sum of TN
and FP is the actual number of items in the negative
class. The sum of TP, TN, FP, and FN is the total num-
ber of items. From these basic values it is possible to
calculate certain metrics, which are described below.
Precision is defined as

Precision=
TP

TP+FP
, (1)

which means the probability of an item classified
as belonging to the positive class actually to belong to
the positive class.

Returning to the questions, Question 1 talks about
learning. A classifier that does not learn is a random
classifier. The precision of a random classifier is equal
to the probability of the positive class, defined as

Random Precision=
number of positive class

total number of items
. (2)

Thus, a classifier can learn if it has precision
greater than that of a random classifier. Formally, this
advantage of a classifier over a random classifier is
called the Gain in Precision and is defined as

Gain in Precision=
Classifier Precision
Random Precision

. (3)

A classifier with a Gain in Precision of 1 is no bet-
ter than a random classifier. The larger the gain, the
better is the classifier under consideration. Thus, the
answer to Question 1 is “yes” if the Gain in Precision
of the AIS is greater than 1, else it is “no”.

In Question 2, it is necessary to interpret “effi-
cient” in a business context. For the energy company,
discovering dishonest consumers and stopping their
fraud or theft is important because these consumers
are sources of financial loss. At the same time, it is
necessary an in locus inspection to confirm the fraud
or theft and normally the company’s inspection teams
are very small. Inspecting an honest consumer is a
waste of time and money. Ideally, in locus inspections
should only be conducted in consumers more likely to
be dishonest. Thus, Precision, which is defined in (1),
is an important metric.

Another important metric is Recall (or Sensitiv-
ity), which is defined as

Recall=
TP

TP+FN
, (4)

and can be interpreted as the probability that an
item of the positive class is correctly classified. Recall
is an important metric too, because in a hypothetical
scenario where all consumers classified as dishonest
are inspected, 100% minus Recall of actual dishonest
consumers remains with no inspection. This opinion
that Precision and Recall are the most important met-
rics for this type of business is shared in (Queiroga
and Varejão, 2005).

Since both metrics are important, it is necessary
to use a metric that represents a balance of precision
and recall. This metric is called the F-measure, and
is the harmonic mean of precision and recall. The F-
measure is defined as

F-measure= 2 ·
Precision·Recall
Precision+Recall

. (5)
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Figure 2: Representation of F-measure in bubbles.

Figure 2 illustrates F-measure as bubbles, preci-
sion as X axis and precision as Y axis. Bubbles
grow as precision and recall grow. In this way, the
F-measure helps to answer Question 2.

To answer Question 3, comparison of Precision,
Recall, and the F-measure of an AIS with other clas-
sifier algorithms applied to the same data samples is
made.

To calculate the defined metrics Leave One Out
Cross Validation (Kohavi, 1995) was used. This kind
of validation consists of removing one instance from
the data sample to form part of the test data. The re-
maining instances are used as training data. The clas-
sifier is trained and tested. Then, the instances used
to test are returned to the data sample and the next in-
stance is used as test data, and so on until all instances
have been used as test data. Leave One Out allows
maximum utilization of all data, making the valida-
tion process less sensitive to data variations. How-
ever, this kind of validation has a high computational
cost.

5 DATA SET

CEEE-D provided a data set with inspected con-
sumers from a specific city that CEEE-D believes has
a high rate of dishonest consumers. The original data
set contains 4141 instances, but this includes redun-
dant instances. After removal of redundant instances,
1249 remain. Of these instances, 440 belong to the
positive class (dishonest consumers) and 854 belong
to the negative class (honest consumers). In this sce-
nario, 34% of consumers are dishonest. According to
the energy company, real proportion of dishonest con-

Figure 3: Proportion of dishonest consumers.

sumers ranges between 4 and 8%. Aiming to create a
data set close to reality, the number of instances be-
longing to positive class was reduced to 54. It results
in 5.95% proportion of dishonest consumers, a value
close to the average of 4 and 8%. This proportion is
shown in Figure 3.

Each instance has 19 attributes involving categor-
ical and numeric data types. These attributes were
selected by an expert from the energy company based
on his empirical knowledge. Attributes about energy
consumption were normalized.

6 ALGORITHM

From all the algorithms based in Clonal Selection
Theory (Burnet, 1959), for this analysis the Clonalg
algorithm (De Castro and Timmis, 2002) was cho-
sen because of its available documentation (Aisweb,
2009) and ease of implementation. Clonalg includes
the following steps:

1. Initialization: create an initial random popula-
tion of individuals (P).

2. Antigenic Presentation: for each antigen, do:

(a) Affinity Evaluation: present it to the popula-
tion P and determine its affinity with each ele-
ment of the populationP.

(b) Clonal Selection and Expansion: selectn1
highest affinity elements ofP and generate
clones of these individuals proportionally to
their affinity with the antigen: the higher the
affinity, the higher the number of copies.

(c) Affinity Maturation: mutate all these copies
with a rate inversely proportional to their affin-
ity: the higher the affinity, the smaller the mu-
tation rate. Add these mutated individuals to
the populationP and reselect the best individ-
ual to be kept as the memorym of the antigen
presented.
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(d) Metadynamics: replace a numbern2 of indi-
viduals with low affinity by the randomly gen-
erated new ones.

3. Cycle: repeat Step 2 until a certain termination
criterion is met.

In this work, antigens are data consumers and an-
tibodies are data structures similar to data consumers.
The antibody structure has 19 attributes, one for each
consumer attribute. A hybrid representation of data
was adopted keeping the original data types (categor-
ical and real values) of each attribute.

To measure the affinity between antibodies and
antigens a similarity measure based on distance is
used. The smaller the distance, the higher is the simi-
larity, and thus, the higher is the affinity. The distance
between each antigen attribute and antibody attribute
is calculated. The sum of all the distances is normal-
ized by the total number of attributes, generating a
value between 0 and 1. So, the value is inverted to
become an affinity value. The affinity measure is de-
fined as

Affinity = 1−
å L

i=1D(Agi,Abi)

L
, (6)

where

• Ag is the array of attributes of the antigen;

• Ab is the array of attributes of the antibody;

• L is the length of the array of attributes, in this
case, 19;

• D is a function to measure distance between at-
tributes, which depends on the data type of the
attribute. The resulting value is in the range 0 and
1.

FunctionD depends on the data type of the at-
tribute. For categorical attributes the Hamming dis-
tance is applied, where the result is 0 if the two values
are equal, else 1. For real value attributes the follow-
ing formula was applied:

D =
|Agi −Abi|

Max−Min
, (7)

where

• Ag is the array of attributes of the antigen;

• Ab is the array of attributes of the antibody;

• Max is the maximum that attribute i can assume;
and

• Min is the minimum that attribute i can assume.

The size of the initial populationP was set as 4%
of the sample size. For parametersn1 andn2 a value
of 20% of the populationP was used. The termination

Table 2: Summarized data.

Metric Mean Standard
Deviation

Confidence
Interval
(level
95%)

Precision 13.97% 0.0066 [13.84%,
14.10%]

Recall 71.93% 0.0340 [71.26%,
72.59%]

F-measure 23.39% 0.0109 [23.18%,
23.61%]

criterion is that the individuals retained as memory
cells reach an affinity of 0.8 or more.

This algorithm is used to generate two classifiers:
one for honest consumers and the other for dishonest
consumers. The classification of a new consumer is
made by submitting it to both classifiers, and consid-
ering the one with the higher affinity as the label. A
prototype for this AIS model was implemented in the
Java programming language.

It was used the Waikato Environment for Knowl-
edge Analysis (WEKA) software (Hall et al., 2009) to
provide the other algorithms for comparison. WEKA
is a workbench of machine learning that includes sev-
eral algorithms. The version used was 3.6.3. All algo-
rithms were used with default parameter values pro-
vided by WEKA except for KNN that was tested us-
ing three values for K (1, 3, and 10).

7 EXPERIMENTAL RESULTS

Precision, recall, and F-measure of 100 Leave One
Out Cross Validation was calculated. Measured val-
ues have a normal distribution, so arithmetic mean
was used as average. Standard deviation and confi-
dence intervals were calculated too as shown in Ta-
ble 2.

To answer the questions listed earlier, the mean
of the Precision, Recall and F-measure was used. In
Question 1, “Can an AIS learn to predict dishonest
electricity consumers?”, it is necessary to calculate
the random precision and gain in precision defined in
(2) and (3), respectively:

Random Precision=
54
908

= 0.0595= 5.95%,

Gain in Precision=
0.1397
0.0595

= 2.3478.

The Gain in Precision of the AIS, 2.3478, is
greater than 1, so the answer to Question 1 is yes,
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Figure 4: Comparison of results. F-measure in bubbles.

the AIS can learn to predict dishonest electricity con-
sumers.

Question 2 is “How efficient is AIS applied to this
problem?” and the answer is a consequence of the
Precision, Recall and F-measure metrics; in this case,
Precision = 13.07%, Recall = 71.93%, and F-measure
= 23.39%.

To answer Question 3, “How efficient is AIS when
compared to other methods?”, Leave One Out Cross
Validation was performed running several algorithms
from WEKA. Table 3 shows the results ordered by
F-measure. Only the top 13 algorithms are shown.

Figure 4 visually summarizes the resulting data.
In terms of precision, the AIS, represented by the
Clonalg algorithm, is 3rd. From obtained data can be
observed that, in general, algorithms with a high pre-
cision have a low recall. In results ordered by recall,
Clonalg is in third place too. Considering the balance
of precision and recall through the F-measure, Clon-
alg is in first place. It can be concluded that, from an
F-measure perspective, Clonalg achieves good perfor-
mance.

8 CONCLUSIONS

This work described how an AIS algorithm called
Clonalg was applied to a real world problem: pre-
dicting electricity consumers who are sources of non-
technical losses (fraud or theft) based on patterns in
the data available in the energy company database. A

Table 3: Comparison of results ordered by F-measure.

Algorithm Precision Recall F-
measure

#

Clonalg (AIS) 13.07% 71.93% 23.39% 1

Naive Bayes 10.60% 94.44% 19.07% 2

Voting feature
intervals

10.25% 90.74% 18.42% 3

KNN (K=1) 14.55% 14.81% 14.68% 4

RandomTree 10.64% 9.26% 9.90% 5

RandomForest 12.50% 3.70% 5.71% 6

NNGE 4.65% 3.70% 4.12% 7

Fast decision
tree learner

50.00% 1.85% 3.57% 8

K* 8.33% 1.85% 3.03% 9

FT Tree 5.56% 1.85% 2.78% 10

Artificial
Neural Net

5.56% 1.85% 2.78% 10

KNN (K=3) 5.26% 1.85% 2.74% 11

PART deci-
sion list

4.76% 1.85% 2.67% 12

model of antibody and antigen was shown. A distance
measure was used as affinity measure. In this work
was used metrics to analyze the algorithms that make
sense in the electrical energy business context, differ-
ent from other works that use accuracy as single met-
ric in a simplistic way as (Brun et al., 2009; Depuru
et al., 2011). Results show that the modeled AIS
can learn the concept of dishonest consumers and has
the best efficiency in terms of the F-measure. Thus,
the AIS should be considered a potential candidate to
solve pattern recognition tasks. Furthermore, it seems
that there is a relation between precision and recall,
where high precision is associated with low recall.
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Abstract: The purpose of the paper is to describe a work-in-progress in the application of a distributed agency and neuro-
fuzzy system methodology to a multi-dimensional model on a complex social system. This work introduces a
study case focuses on decision-making modelling system on religious affiliation preferences. We use a type-2
neuro-fuzzy approach to configure cognitive rules into agent in order to built a multi-agent model for social
simulation.

1 INTRODUCTION

The social systems are complex entities that represent
a whole that cannot be understood by looking at its
parts independently. Another characteristic is the in-
terdependence of the parts conforming the whole: a
change to one of the components in the system may
potentially affect all others (Yolles, 2006).

The main goal of this part of our research is to
develop a computational model of change in reli-
gious affiliation preference that incorporates available
mathematical and computational theories that have
not been appropriately considered in models of com-
plex social phenomena.

Even though applications of Multi-Agent Systems
(MAS) have been developed for the social sciences,
MAS have been widely considered in some areas such
as Artificial Intelligence (AI) (Gilbert, 2007).

1.1 Distributed Agency

The modelling of a realistic social system cannot be
achieved by resorting to only one particular type of
architecture or methodology. The methodology of
Distributed Agency (DA) represents a research av-
enue with promising generalized attributes, with po-
tentially ground-breaking applications in engineering
and in the social sciences—areas in which it mini-
mizes the natural distances between physical and so-
ciological systems.

The methodology of DA represents a general the-
ory of collective behaviour and structure formation,
which intends to redefine agency and reflect it in mul-
tiple layers of information and interaction, as opposed
to the traditional approach in which agency is only
reflected in individual, atomized and isolated agents
(Suarez and Castanon-Puga, 2010).

1.1.1 Modelling Complex Social System using
Neuro-fuzzy and Distributed Agencies

To build the model of change of religious affilia-
tion will follow the distributed agency methodologi-
cal steps (Márquez et al., 2011):
1. Determining the levels of agency and their im-

plicit relationships.
2. Data mining.
3. Generating a rule-set.
4. Multi-Agent Modelling (Implementation on a

agent based simulation tool).
5. Validating the model.
6. A simulation and optimization experiment.
7. Analysing the outputs.

Although the methodology covers the entire life-
cycle of a research process, on this paper we are de-
scribing the data mining and generating rule set steps.
We are focused on the neuro-fuzzy approach in order
to set up a rule set into agents.
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1.1.2 Data Mining and Neuro-fuzzy System

An Interval Type-2 Fuzzy Neural Network (IT2FNN)
are used for automatically generate the necessary
rules. The phase of data mining using Interval Type-2
Fuzzy Logic Systems (IT2FLS) (Castillo et al., 2010;
Castro et al., 2010) becomes complicated, as there
are enough rules to determine which variables one
should take into account. The search method of back-
propagation and hybrid learning (BP+RLS) is more
efficient in other methods, such as genetic algorithms
(Rantala and Koivisto, 2002; Castro et al., 2008).

Since the IT2FNN method seems to produce more
accurate models with fewer rules is widely used as a
numerical method to minimize an objective function
in a multidimensional space, find the approximate
global optimal solution to a problem with N variables,
which minimize the function varies smoothly (Ste-
fanescu, 2007).

With the application of this grouping algorithm we
obtain the rules, the agent receives input data from its
environment and choose an action in an autonomous
and flexible way to fulfill its function (Peng et al.,
2008).

1.2 Religious Affiliation

When literature talks about of religious change, usu-
ally refers to the attachment or religion affiliation
(Ortiz, 2006). Although some authors have argued
that the concept can not be limited to this dimension,
membership is one of the most important variables to
study the religious phenomena (Fortuny, 1999).

The religious field is conformed by several dy-
namics systems. For example, we can identify
some organizational entities: institutional, socio-
demographic groups and individual.

Within these multiple dimensions interrelated
complex processes are occurring, such changes of al-
legiance, change in commitment and participation,
socialization and subjectivity of standards (through
doctrines, values, practices), reformulation and af-
firming traditions. These multiple dimensions shape
the religious field, and generically is known as reli-
gious change.

1.2.1 Religious Affiliation in México

In México, religious affiliation has undergone ma-
jor changes since the 1950’s until today. Based on
population censuses, the growth rates of the evangeli-
cal population has been higher than the total Catholic
population1(Jaimes-Martı́nez, 2007). Baja California

has one of the percentages of highest evangelical pop-
ulation of Northern states2.

2 CASE OF STUDY

Tijuana is a border city located in north-western of
México. Belongs to the state of Baja California, and
is one of the fastest growing city in the country due
to high migration rates. The population is mainly
composed by migrants from southern of the country.
They came to the border to further job opportunities,
or looking to migrate to the United States, staying in
the city long time.

2.1 Tijuana’s Multi-cultural and
Religious Complexity

Tijuana is an example of social and religious change.
Its boundary condition has been one factor that has
become a city in full development and expansion, not
only by the strength of the Southern California econ-
omy, but by the early efforts to boost manufacturing
by the federal government.

These factors, combined with growing internal
and international migration, have transformed a town
of Tijuana from a town with 12,181 inhabitants in
1930 to one with 1.2 million in 20003 (Alegrı́a and
Ordónez, 2002). It was so from NAFTA, Tijuana was
consolidated as a major call centres maquiladora in-
dustry, with an evident increase in employment and
production, but not productivity or living standards
and welfare (Arias, 2008).

According to some authors, the economic balance,
social and cultural development of these global pro-
cesses, regional and local has had complex effects on
Tijuana’s society, where stands the reconfiguration of
identities and new forms of social and cultural repro-
duction.

In this sense, the religious sphere in Tijuana has
a great religious diversification as a result of differ-
ent waves of migration that have shaped their society.

1The evangelical population has experienced rates of
8.90, between 1970 and 1980, while the total population
was 3.16. Although at present growth rate 2.46 points, it is
still higher than that of the population is Catholic and total
population.

2Baja California has 7.90% and evangelical population,
surpassed only by one of the first entities to which the
Protestant missionaries arrived in the nineteenth century,
Tamaulipas, to 8.65%. Nationally, the percentage of evan-
gelicals is 5.20%.

3Tito Alegrı́a and Gerardo Ordóñez consider the growth
process of Tijuana covers from 1930 to 2000, thanks mainly
to the economic expansion of Southern California.
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Therefore, religious affiliation is also an indicator to
study these processes of reconfiguration and realign-
ment4 (Jaimes-Martı́nez, 2007).

2.2 Preference for Religious Affiliation
in Tijuana

The city has a great diversity of faiths and religious
traditions. Although more numerous the Christian
(Catholic, Protestant, evangelical non-biblical), there
are Buddhists, Muslims, Jews and a variety of groups
and beliefs generically known as New Age5.

Considering this, we can say that every group or
social stratum in Tijuana has a wide range of choice,
or affinity, in the religious field in the city. Each
of them is not only an expression of traditions, cus-
toms and religious practices of different groups have
brought to Tijuana from their places of origin, but the
dynamic formulation of these beliefs in the new envi-
ronment.

3 MODELLING TIJUANA CITY

The principal difference between MAS and our pro-
posed approach is that in our methodology the space
includes transformations performed by a higher level
of agency.

This upper-level agent is composed of lower-level
subcomponents the may enjoy agency in their own
right. It is the responsibility of this intermediate
agent to present its subcomponents with individual
phase-spaces that are tailored to induce the desired
behaviour from the lower-level agents which inhabit
it, when it chooses according to its own objective
function.

Therefore, for our proposed work-in-progress case
study, if we consider a municipality as an agent, this
upper-level agent is composed by subcomponents,
which in our case study of the city of Tijuana, Mex-
ico, will be represented by a location set and Basic
Geo-Statistic Area (AGEB in Spanish) set that com-
pose this city. Locations is the terminology used to
describe wide geographic areas of the city that are
composed of AGEBs. AGEB is the terminology used
to describe small geographic areas of the city that are
composed of blocks.

4Between 1990 and 2000 Tijuana just recorded a growth
rate of 8.94 evangelical population, while at the national
level was 2.46.

5Syncretic movements oriental religions such as Bud-
dhism, introducing ideas of self-motivation, personal
growth, alternative medicine, psychology, etc.

Figure 1: Levels of agents represented on the social system.

3.1 Levels of Agency

In this example we use three levels of agency: the
upper-level agent is represented by the religion on the
whole city, the intermediate level agents are repre-
sented by the locations and the lower level agents are
the AGEB.

Using a recent census of the reunion sites distri-
bution of the different religious organizations operat-
ing in the city, we know the exact places where they
carry out activities of proselytizing. This information
gives us hints of the influence of the presence of orga-
nizations in its environment and its impact on socio-
demographic variables.

We are looking for relationships between de-
mographic and economic factors (subtracted from
AGEB) and distribution of meeting places of reli-
gious organizations. We believe that factors such
as poverty, marginalization and other characteristics
related to socio-demographic issues influencing the
decision-making system of individuals in a complex
and distributed way. Similarly, religious organiza-
tions act as agents who are influenced by other agen-
cies distributed.

3.2 Data Sets

In the particular case of the city of Tijuana, the data
set used came from the Instituto Nacional de Estadis-
tica y Geografia (INEGI), the Mexican governmental
organization in charge of gathering data at a federal
level including aspects that are geographical, socio-
demographic and economical.

The data set of the city of Tijuana is divided into
363 areas, known as AGEB 6(INEGI, 2010).

The data sets for this case study were originally
compiled in an information system that is intrinsi-
cally geographical. These systems helped in the gen-
eration, classification and formatting of the required
data—a fact which facilitates the edition of the differ-
ent thematic layers of information, in which one can

6The urban AGEB encompass a part or the totality of a
community with a population of 2500 inhabitants or more
in sets that generally are distributed in 25 to 50 blocks.
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quantify the spatial structure to visualize and interpret
the areas and different spatial patterns in Tijuana.

For this paper, we going to use de following vari-
ables to exemplify the proposed approach using infor-
mation from 2010 population census in México (IN-
EGI, 2010).

� P15YMAS = Population over 15 years old.

� P15YMSE = Population over 15 years old without
education.

� GRAPROES = Education.

� PEA = Working population.

� PEINAC = Non working population.

� PCATOLICA = Catholic population.

� PNCATOLICA = Non catholic population.

3.3 Neuro-fuzzy Inference System

Using the neuro-fuzzy system for the automatic gen-
eration of rules, this phase of the data extraction from
the data may become complicated, as the process
needs to appropriately establish the number of suffi-
cient norms and variables that the study needs to take
into account.

Using this grouping algorithm, we obtain the ap-
propriate rule-set assigned to each agent representing
an location or a AGEB of it, the agent receives inputs
from its geographical environment and in turn much
choose an action in an autonomous and flexible fash-
ion (Gilbert, 2007).

The purpose of this structure without central con-
trol is to garner agents that are created with the least
amount of exogenous rules and to observe the behav-
ior of the global system through the interactions of its
existing interactions, such that the system, by itself,
generates an intelligent behavior that is not necessar-
ily planned in advance or defined within the agents
themselves; in other words, creating a system with
truly emergent behavior.

From the 2010 census information, we create a
Type-2 Fuzzy Inference System as how we could rep-
resent different agencies as a decision-making system
into agents.

3.3.1 City Level Type-2 Fuzzy Inference Systems

The figure 2 shows a type-2 fuzzy inference system
for Tijuana city. It depicts a set of input-output vari-
ables and a rule set. Output variables are catholic and
non-catholic as a response of the system. We could
use the difference between both values to make deci-
sions into an agent as a preference decision-making
system.

Figure 2: Fuzzy inference system for Tijuana City.

The figure 3 shows member function example for
GRAPROES input variable. Type-2 fuzzy inference
system allows us to introduce uncertainty into de sys-
tem, that could be used to represent more dynamic
changes into de Inference System because could be
influenced by many real time ways.

Figure 3: Fuzzy inference system input and output members
function configuration for Tijuana City.

The Figure 4 depicts the resolution example of the
rules by the fuzzy inference system. Different quan-
titative input values could be introduced and the sys-
tem resolve creating different responses. Depending
of the combination of inputs, we can expect different
responses of the system. An agent will use this in-
ference system as a decision-making system to show
different behaviours depending of the situation.

The Figure 5 represents the response of the sys-
tem to catholic preference, and the Figure 6 for non-
catholic preference. We can see that there are re-
sponse differences, so we can use it to make deci-
sions.

Distributed agents do not necessarily define agents
in lower-levels of description, but rather consider all
levels of agency that are interconnected in a type of
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Figure 4: Fuzzy inference system rule set evaluation for Ti-
juana City.

Figure 5: PEA vs. GRAPROES type-reduced surface view
for Tijuana City PCATOLICA output.

Figure 6: PEA vs. GRAPROES type-reduced surface view
for Tijuana City PNCATOLICA output.

organism that spreads throughout the system.

3.3.2 Location Level Type-2 Fuzzy Inference
Systems

On location layer, we can build fuzzy inference sys-
tems for agents that represents locations. Figure 7 and
Figure 8 depicts the FIS response for different loca-

tions into the city. As we can see, there are differ-
ences between AGEB agents. At this level, we could
be representing locations agents into a city context.

Figure 7: PEA vs. GRAPROES type-reduced surface view
for location 187 PCATOLICA output.

Figure 8: PEA vs. GRAPROES type-reduced surface view
for location 283 PCATOLICA output.

3.3.3 AGEB Level Type-2 Fuzzy Inference
Systems

On AGEB layer, we can build fuzzy inference sys-
tems for agents that represents locations. Figure 9
and Figure 10 depicts the FIS response for different
AGEB into the same location. As we can see, there
are differences between AGEB agents. At this level,
we could be representing AGEB agents into a location
context.

4 CONCLUSIONS

We use a distributed agency and neural-fuzzy system
approach to develop a computational model of the
decision-making system of agents in order to build a
multi-agent system. We represent different levels of
agency with different cognitive agents. Each agent in

ICEIS�2012�-�14th�International�Conference�on�Enterprise�Information�Systems

276



Figure 9: PEA vs. GRAPROES type-reduced surface view
for AGEB 32 PCATOLICA output.

Figure 10: PEA vs. GRAPROES type-reduced surface view
for AGEB 51 PCATOLICA output.

the system are a fuzzy cognitive agent that can choose
religion options based on preferences.

We use the case study of the city of Tijuana, as it
has an updated census of the distribution of meeting
places of religious organizations in the city and their
respective socio-demographic information.

The religious affiliation can be modelled with dis-
tributed agency. Establishing different layers of inter-
action between agents and analysing their influence
on decision-making system of agents in each level,
we can represent the complexity of the phenomenon
of individual preference to a religious affiliation.
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Abstract: An energy company manages power stations, handles sales andpurchases of electrical energy, CO2 emission
permits and other goods. The goal of such a company is to ensure energy safety of its clients and maximize
the profit. The problem is complex because of its structure and size therefore efficient automated approaches
for solving it are in demand. We have generalized the problemdefinition to account for any structure of the
power stations, market data and time scope. The definition describes a non-linear combinatorial optimiza-
tion problem. We have tested a number of approaches including: constraint/ logic/ dynamic/ integer/ linear
programming, local search and their hybrids using prototypes with input data from a real life process. We
present a hybrid solver to produce an acceptable, near optimal solution which satisfies the requirements of an
industrial application. Our research is a road-sign for development of similar software for the energy industry.

1 INTRODUCTION

The aim of the solver is to return a schedule of pro-
duction, sales and purchases of all the goods for a
given time horizon that satisfies all thehard con-
straints and optimizes theobjective function. Hard
constraints are these that cannot be violated in the so-
lution. Satisfying them guarantees that technological
and marketing requirements are met and ensures the
energy safety of the company’s clients. The objective
function is the company’s profit gained for a given
time horizon. Maximizing this profit is the main goal.
The optimization is performed for problem instances
which consist of: technological capabilities and pa-
rameters of the power stations, market plans and es-
timates supplied by marketing and financial experts,
trade contracts, initial states for those goods that can
be accumulated.

2 PROBLEM DEFINITION

We have obtained instances of the profit maximization
problem during work on a commercial project. Bas-
ing on the problem instances, we have built a general-
ized problem definition that accounts for any structure
of the power stations, market data and time scope. To
the best knowledge of the authors a definition of such
a problem has never been published before.

2.1 Timing and Notation

The production, trade and constraint setup is per-
formed for discrete timeperiods. h ∈ [1,H] is the
shortest period called, for convenience, anhour.
Each value ofh is categorized aspeak or off-
peak. Furthermore, consecutive values ofh are
grouped into periods(Hm−1,Hm] = Mm indexed by
m ∈ [1,M] where H0 = 0,Hm−1 < Hm,HM = H ,
which are, for convenience, calledmonths. The
period of [1,H] = y is, for convenience, called a
year. An energy company handles the following
goods: energy{en}, CO2 emission permits{epp, p∈
[1,P]}, financial benefits{beb,b ∈ [1,B]}. An en-
ergy company handles the followingobjects: power
stations, production units, sales, purchases. Some
object-period pairs have corresponding control vari-
ablesv(ob ject, period). Numerical (unless otherwise
stated) attributesa (type,ob ject/good, period)are at-
tached to objects/goods, whereperioddenotes the pe-
riod to which it applies. The term ”volume” is used to
describe the quantity of some good.

2.2 Energy Production and Trade

An energy company(ec) is divided intopower sta-
tions{pss : s∈ [1,S]}. Each power stationpss is di-
vided intoproduction units{pus

i : i ∈ [1,Us]} which
produce (electrical)energy. ecmanages the volumes
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vpss,h of energy supplied bypss in periodh. vpss,h =
f pvs,h(å Us

i=1v(pus
i ,h)) wheref pvs,h is apiecewise lin-

ear function. f pvs,h includes a number of compo-
nents:

• The actions of a regulatory body, which may in-
tervene with the production plans and are meant
to regulate the energy market. These actions are
predicted by experts as a piecewise linear function
f rps,h(å Us

i=1v(pus
i ,h)).

• The error factora (zo, pss,h) associated with the
imperfections of the energy distribution network

• The sales of energy{v(ses
i ,h) : i ∈ [1,Ses]} man-

aged privately by thepss

The energy trade consists of purchases{zei : i ∈
[1,Ze]} and sales{sei : i ∈ [1,Se]} managed by theec.
The trade is further divided intocontractsandplans.
The contract is a signed trade agreement, whereas the
trade plan is based on the expert predictions. This dis-
tinction, however, is reflected in thevariable domains
and is transparent for the solver.

2.3 CO2 Emission Permits

The CO2 emissions of thepss have to be covered
by permitsof {epp, p ∈ [1,P]} types. Permits may
be traded, may be granted by the government, may
be consumed, are limited by constraints depend-
ing on theepp. The permit trade is managed for
each pss separately. ∀p ∈ [1,P],s ∈ [1,S] the de-
fined sales and purchases are respectively{spp,s

i : i ∈
[1,Spp,s]}, {zpp,s

i : i ∈ [1,Zpp,s]}. The permits are
consumed to cover emissions which are relative to en-
ergy production. Consumption volume isv(pus

i ,h) ·
a (co2, pus

i ,h), where a (co2, pus
i ,h), is the emission

ratio.

2.4 Financial Benefits

Financial benefitsof type beb,b ∈ [1,B] can be pro-
duced, purchased, sold or consumed. They are pro-
duced relatively to energy production,beb produc-
tion volume is v(pus

i ,h) · a (beb, pus
i ,h) . The ra-

tios of production are dependent on the efficiency
of, and resources used bypus

i . Examples of fi-
nancial benefit types are type for energy produced
from renewable resources, type for high efficiency
coal powered production, type for natural gas pow-
ered production, etc. Sales and purchases respec-
tively, are denoted by{sbb

i : i ∈ [1,Sbb],b ∈ [1,B]},
{zbb

i : i ∈ [1,Zbb],b ∈ [1,B]}. Thebeb is consumed,
relatively to the volume of sold energy, to gain access
to certain energy markets,beb consumption volume is
v(sei ,h) · a (beb,sei ,h).

2.5 Control Variables

The solution to the optimization problem is defined
by values assigned to the control variables. The com-
plete setCV of control variables (seeAPPENDIX A )
is (A.1)-(A.7) where (A.1) are energy production vari-
ables, (A.2)-(A.3) are energy trade variables, (A.4)-
(A.5) are financial benefits trade variables, (A.6)-
(A.7) are CO2 emission permit trade variables.

2.6 Constraints

The formulas representing linear constraints are: vari-
able unary (variable domains) (A.8), production gra-
dient (A.9), a technological constraint of eachpus

i ,
energy balance (A.10), financial benefit monthly bal-
ance (A.12), financial benefits yearly balance (A.11),
CO2 permits nonnegativity (A.13), CO2 permits
yearly balance (A.14). (A.12)-(A.14) are calledlong
period constraints. The attribute nameist explicitly
denotes the initial state, whenever indexation refers to
element 0 e.g.v(pus

i ,0) it signifies an implicit initial
state.

The formulas representing nonlinear constraints
are: minimal duration for which apus

i has to work
after startup (A.15), technological constraint for the
level of production (A.16), minimal number ofpus

i
turned on inpss (A.17), startup schedule of apus

i
(A.18), relation between the production levels ofpus

i
and energy provided to theecby pss (A.19). Attribute
a (startup, pus

i ,y) is an ordered set of values, # is a set
cardinal number.

2.7 Elements of the Objective Function

The objective functionw (CV) represents the totalec
profit. Each control variable has a corresponding
profit ratio represented by thepro f it attribute. For
production and purchases the profit ratio is negative
and for sales the profit ratio is positive. The profit of
control variables is linear and represented by (A.20).
(A.21) and (A.22) are nonlinear elements of the cost
function. The first represents the startup cost ofpus

i
i.e. the cost of turning on a disabled production unit.
The latter corresponds to costs related to components
of the f pvs,h (Section 2.2).

3 TESTED APPROACHES

The approaches have been tested on problemin-
stancesdenoted byinst(ec,H) whereec is the def-
inition of objects and types,H is the time hori-
zon. In particularinst(ecr ,Hr) denotes the industrial
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real life problem instance.inst(ecr ,Hr) consists of
289’200 control variables, 411’838 linear non-unary
constraints and 490’560 nonlinear constraints for the
Hr = 8′760. Under the confidentiality agreement we
are not allowed to disclose the structure ofecr . For the
timecr(st) used to perform the optimization, the con-
dition cr(st)> 10min is called thetimeout. ¬timeout
is a requirement for the solver.

We have used the following criteria to compare
models: cr(nlin) are nonlinearities included in the
model,cr(gopt) is guarantee of optimality provided,
cr(long) are long period constraints included in the
model,cr(te f f) = cr(st)/H time efficiency. The ap-
proaches have been tested on personal computers with
2 x 2.2Ghz processors, 3GB of RAM and address
space.

3.1 Constraint (Logic) Programming

Constraint programming (CP) (Apt, 2009; Marriott
and Stuckey, 1998) is a programming paradigm with
the central notion of a constraint. A constraint states
relations between variable domains (allowed combi-
nations of domain values). CP is a form of declara-
tive programming where the program in the form of
constraint statementsis a description of the problem,
rather than a path to the solution (unlike in the case
of procedural programming). CP makes a distinction
between 3 components required to obtain a solution:
the declarative constraint statement,constraint prop-
agationandsearch. Historically CP has grown out of,
and has been embedded inlogic programmingand of-
ten uses the LP based backtracking search, it is how-
ever possible to embed constraint programming in a
procedural language.

We have tested models written under two CP
systems (Schulte, 2010; Szymanek and Kuchciński,
2010) and a CLP system (Cisco Systems, 2010) with
the result of obtaining optimal solutions for problem
instances withH ∈ [1,⌊Hr/2000⌋]. The cr(te f f) ∈
[5s,25s] depending on the CP system, constraint prop-
agation methods and search methods. However for
problem instances withH ≥ ⌊Hr/100⌋ we have been
unable to produce a solution without a timeout.

The advantages of the CP approach are that the
complete problem model can be taken into account
cr(long) = cr(nlin) = true, solution with the guar-
antee of optimality can be obtainedcr(gopt) = true.
The major disadvantage is that the models are imprac-
tical for problem instances near the real life problem
size

3.2 Dynamic Programming

Dynamic programming (DP) (Bellman, 1953; Cor-
men et al., 2001) is a mathematical and computer al-
gorithmic scheme for solving optimization problems.
The method builds the final solution by expanding ini-
tial conditions step by step into more complex cases
with cr(te f f) determined by the number of states and
the complexity of the step.

By means of DP it is possible to obtain a com-
plete solution withcr(gopt) = true in polynomial
time complexity by (i) calculating an initial solution
for h= 1 andpu1

1 and (ii) expanding the solution upon
all of the pu andyear. Unfortunately, the complexity
of our problem generates a state-space too large for
any direct approach. However, a combined approach
of DP and local search can be derived if only we are
able to separate a simple subproblems for DP.

We have used a DP approach to determine, for a
fixed hourh, the costs of volumesvolsh ∈ å i v(pus

i ,h)
for all pss ∈ {pss} and generate the maximized to-
tal profit prh for hour h. In the basic version we
have determinedprh by managing costs of produc-
tion of each pus

i . These costs included the joint
costs of maintaining thepus

i on volsi,h along with a
few other parameters (e.g. profit and cost associated
with beb production). In the first step of the algo-
rithm we have generated a lookup table of production
volumesvolsh and minimal costs of achieving them
for each pss. Assume that, for a fixedh and pss,
v(pus

i ,h) ∈ [mni ,mxi ]. We denote the cost ofpus
i in

h with volumex ∈ [mni ,mxi ] asep(i,x). Let m[x][z],
wherex ∈ [1,Us] and z∈ [ å Us

i=1mni , å Us
i=1mxi ] be an

optimal cost of the production units (pus
1− pus

x) gen-
erating a total production equal toz. The values of
m[x][z] are equal to: (i)cp(1,z) for z∈ [mn1,mx1], (ii)
min(m[x−1][z− i]+cp(x, i)) for i ∈ [mni ,mxi ] or (iii)
¥ in all remaining cases. This relation gave us, for
eachh andpss, an optimal configuration ofvolsi,h nec-
essary to producevolsh. In the second step we merged
all obtained lookup tables (using DP) along with pur-
chaseszei modeled as an artificialpu with its own
lookup table. In the following step we generated (us-
ing DP once again) a lookup table for hourh and for
salessei , containing the optimal methods of selling
of particularen volumes. In the last step of the al-
gorithm we have compared the two obtained lookup
tables and greedily chosen the bestvolh as the pro-
duction volume of theec.

The basic DP algorithm described above was fast
(cr(te f f) = 5− 8ms) comparing to CP but did not
includecr(long) leading to a very complicated local
search with poor final result for the year. Thus, we
have refined the solution by introducing partial op-
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timization of goods to the DP algorithm. The best
configuration we have obtained by introducing only
one hard constraint - CO2 emission permit, leading to
cr(te f f) = 50ms.

The main advantages of this approach are: (i) fast
and always optimal solution for a fixedh and (ii) in-
clusion of cr(nlin) without any additional time ef-
forts. Unfortunately, the overallcr(long) manage-
ment is poor leading to very complex local search that
need to be applied as a superior algorithm.

3.3 Linear and Integer Programming

Linear programming (LP) (Dantzig, 1963) is a natu-
ral approach to solving linear problems but does not
apply directly to nonlinear problems. This drawback
can be partially overcome by including relaxations
of nonlinearities in the problem model, it however
comes at a cost of loosing accuracy and efficiency.
We have tested the LP model with a number of relax-
ations. First of all it has to be noted that the relaxation
of (A.19) is required for the model to be of any use be-
cause it relates the production to sales and is required
in the balance constraints (A.10). For any piece-
wise linear functionf p, defined as (A.23) a convex
hull relaxation (Hooker, 2006) has been used (A.24).
In the initial solution of the LP model with (A.24),
(A.10) are not satisfied because they contain biases
caused by the relaxation. To eliminate the bias the
LP model is solved again with additional constraints
(A.25) that linearize thef pvs,h around thesteady
statesobtained from the first solution. To tighten the
relaxation, models of further nonlinearities can be in-
cluded: startup relaxation (A.26) of (A.16), startup
cost relaxation (A.27), (A.28) of (A.21) (wherevstc
is the total cost of startups) , minimumpus

i enabled
relaxation (A.29) of (A.17). Mixed integer/linear
programming (MILP) approach, can also be used to
tighten the relaxation by introducing integrality con-
straintsinteger(ari), integer(ons,i,h).

We have tested the LP and MILP approaches, for
inst(ecr ,Hr) using the COIN-OR (IBM, 2010) CLP
and CBC solvers. The LP model with (A.24) and
(A.25) had produced the solution withcr(te f f) =
10ms, LP model with (A.24), (A.25) and (A.29) had
cr(te f f) = 40ms, the model with additional relax-
ations (A.27) and (A.28) produced a solution af-
ter cr(st) = 1853s with the timeoutandcr(te f f) =
211ms. A model with integrality constraints did not
produce a solution within 1h.

To summarize, the LP relaxation approach has a
number of advantages: taking into account all the
long period constraintscr(long) = true, producing
an optimal solution for the defined modelcr(gopt) =

true, a relatively shortcr(te f f) = 10ms (LP model
with (A.24) even for inst(ecr ,Hr). The main dis-
advantage is that nonlinearities are accounted for in
a very limited scope. Therefore, an additional opti-
mization step has to be used to fully satisfy the non-
linearities.

3.4 Local Search

Local search (LS) (Aarts and Lenstra, 1997) is a
meta-heuristic for solving computationally hard op-
timization problems. For the case ofec optimiza-
tion the LS algorithm is organized as follows: it
assumes an initial solution (step 1), repairs the vi-
olated nonlinear constraints (step 2) by applying a
set of repair heuristics, looks for a better solution
(step 3) using a set ofimprovementheuristics(step
3a). All value assignmentsCV = vals(heur,CV) (step
2a,3a), are performed by choosing a neighborhood
puk

j and applying new values toCV such that all lin-
ear constraints are satisfied and that only the vari-
ables{v(puk

j ,h) : h ∈ [1,H]} in neighborhoodpuk
j

are changed from all production variables{v(pus
i ,h)}.

LS performs backtracking (backtrack) in the cases
when constraints cannot be repaired to undo wrong
heuristic choices. A solution is returned in the form of
variable valuesvalues(solution) and the correspond-
ing pro f it. The details of particular heuristics shall
not be discussed because they are dependent on a par-
ticular class of problem instances and are subject to
customization.

1. CV = values(init ), pro f it =− ¥
2. for all heur∈ repair heuristics:

(a) for all cstr ∈ violated(heur,CV) : CV =
values(heur(cstr),CV)

(b) if ¬#violated(heur,CV) = 0 thenbacktrack

3. for all heur∈ improvementheuristics:

(a) CV = values(heur,CV)
(b) if #violated(all ,CV) = 0∧ w (CV)> pro f it

then values(solution) = CV, pro f it = w (CV)
elsebacktrack

The advantages of local search is that it can be
applied to large and nonlinear problems. The disad-
vantage is that any LS algorithm is custom tailored
for a specific problem definition and class of problem
instances. It is typical that LS is highly dependent on
the quality of the initial solutionCV = values(init )
(how many constraints, and of which classes, are vi-
olated, are those difficult for LS to handle satisfied
etc.)

A�Hybrid�Solver�for�Maximizing�the�Profit�of�an�Energy�Company

281



Table 1: Execution times of the hybrid solver (CP+LP+LS) forseveral problem instances derived frominst(ecr ,Hr ).

Nr Problem instance (inst(ec,H)) CP+LP CP+LP+LS

1 Original problem instance for a year (inst(ecr ,Hr)) 46.8s 161.8s
2 3 quarters of the year (inst(ecr1,Hr ·3/4)) 31.3s 111.1s
3 2 quarters of the year (inst(ecr2,Hr ·2/4)) 19.8s 74.2s
4 1 quarters of the year (inst(ecr3,Hr ·1/4)) 9.4s 41.3s
5 Higher costs of energy production (inst(ecr4,Hr)) 12.7s 121.9s
6 Unconstrained sales and purchases (inst(ecr5,Hr)) 183.9s 295.5s
7 Unconstrained sales and purchases, higher energy production cost 448.2s 614.2s

(inst(ecr6,Hr))
8 Unconstrained sales and purchases, heavier constrained production 372.4s 490.7s

gradient (inst(ecr7,Hr))

3.5 Hybrid Approach

Due to the fact that a single method approach is in-
sufficient to time-efficiently account for all the com-
ponents of theec profit optimization problem a hy-
brid approach (solver) has been developed compris-
ing of CP+LP+LS. The hybrid solver takes advantage
of the interactions and key strengths of the methods
included.

The function of CP has been reduced to perform-
ing bound propagation (Dechter and van Beek, 1997)
on the constraints (A.8)-(A.14)(A.19) in order to de-
termine correction variables1 for the equality con-
straints in the LP model and determine infeasible con-
straints at the outset without time consuming proof of
infeasibility by the LS.

The LP model with (A.24) and (A.25) has been
used as described in Section 3.3 to obtain an initial
solution for the LS. The LP model is preferred to
DP because it accounts for all long period constraints
(A.12)-(A.14), these constraints are ”difficult” to sat-
isfy by the LS (which leads to LS timeouts) if they are
not accounted for in the initial solution. Secondly the
LP model outperforms DP with respect tocr(te f f).
The final optimization stage is LS which uses the so-
lution provided by the the LP model as the initial vari-
able assignment. LS is meant to account for the non-
linearities, find a feasible solution (repair phase) and
optimize it (improvement phase).

The hybrid approach is supreme because it is
the only one that accounts for the complete prob-
lem model and produces an acceptable solution for
inst(ecr ,Hr) without a timeout. The hybrid solver
was tested for several problem instances, derived by
modification from the industrial real life problem in-
stance, and the results are presented in Table 1. The
results show that the solver execution time is linearly

1correction variables are used to compensate rounding
errors performed by the LP solver

dependent on the size of the problem (time horizon
modifications in row 1 to 4) and is strongly depen-
dent on the problem structure i.e. the types of con-
straints (tightened or relaxed) and profit ratios for con-
trol variables. This vulnerability to modification of
problem structure is a feature of LP.

4 CONCLUSIONS AND RELATED
WORK

Hybridization is an approach to optimization prob-
lems that often yields shorter computation times than
single method approaches. The relative advantage of
hybrid solvers can range up to a few orders of mag-
nitude. This means that for applications with time-
outs imposed on optimization it may be the only ap-
plicable solution. Furthermore, real life problems of-
ten contain heterogeneous constraints and hybridiza-
tion allows to choose techniques best suited for par-
ticular classes of constraints and let them exchange
information. A survey of computational results per-
formed by John N.Hooker in (Hooker, 2006) lists
some applications of hybrid solvers and their advan-
tages over single method approaches to problem such
as: ”Scheduling with earliness and tardiness cost”
(Beck and Refalo, 2003) solved 5 times more prob-
lem instances, ”Polyprophylene batch scheduling”
(Timpe, 2002) solved previously insoluble problem
in 10min, ”Lesson timetabling” (Focacci et al., 1999)
2 to 50 times faster, ”Min-cost multiple machine
scheduling” (Jain and Grossmann, 2001) 20 to 2000
times faster, ”Product configuration” (Thorsteinsson
and Ottosson, 2002) 30 to 40 times faster.

For theec optimization problem, on the basis of
our experiments (Section 3 and Table 2), we believe
that a hybrid approach (Section 3.5 and Table 2 entry
7) is the only one that can achieve performance suffi-
cient to meet the requirements of an industrial appli-
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Table 2: Comparison of experimental results for different approaches toinst(ecr ,Hr).

Nr Method Comment cr(gopt) cr(nlin) cr(long) ¬timeout cr(te f f)

1 C(L)P 3 approaches tested true true true f alse na
2 DP basic algorithm true true f alse true 8ms
3 DP with CO2 constraints true true f alse∗ true 50ms
4 LP with (A.24)(A.25) true f alse∗ true true 10ms
5 LP with (A.24)(A.25)(A.29) true f alse∗ true true 40ms
6 DP + LS f alse true true f alse na
7 CP+LP+LS f alse true true true 58ms

∗ partially taken into account.

cation.
We have presented a generalized definition of the

ec optimization problem. We have also laid out the
overall structure and details of a hybrid solver de-
veloped for the generalized problem, indicating a
promising area of research and leaving room for cus-
tomization (especially in the LS area). We have also
discussed approaches which have been discarded at
an early stage of development because of their low
performance, indicating areas of development which
are unlikely to yield satisfactory results. To the best
knowledge of the authors no other solution to theec
optimization problem has been reported.

The presented hybrid CP+LP+LS approach is
generalizable because many complex optimization
problems (other thanecoptimization) can also be de-
composed into linear and nonlinear components and
then subjected to CP bound consistency, solved by LP
to produce an initial solution that is next extended to a
feasible solution with respect to nonlinearities by LS
and improved by LS, in the same manner as described
in this paper.
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Abstract: Scheduling is highly desirable in complex manufacturing systems. However, there is still a mismatch 
between academic scheduling research, the scheduling solutions offered by software vendors, and the 
requirements of real-world scheduling applications. In this paper, we describe the design and the develop-
ment of a scheduling component prototype that is based on web services. It exploits the idea of a 
hierarchical decomposition of the overall scheduling problem allowing the integration of different problem-
specific scheduling algorithms for sub-problems. We discuss how appropriate services can be identified and 
implemented and how the resulting scheduling component can be used to extend the functionality offered by 
manufacturing execution systems (MESs). 

1 INTRODUCTION 

This research is motivated by scheduling problems 
that are found in complex manufacturing systems, as 
for example, semiconductor wafer fabrication 
facilities (wafer fabs). Complex manufacturing sys-
tems are characterized by a diverse product mix, 
many machines, a large number of jobs, sequence-
dependent setup times, and batching. Here, batching 
means that several jobs can be processed at the same 
time on the same machine. Scheduling is chal-
lenging in such an environment. However, it is 
highly desirable because of the increasing automa-
tion pressure. In contrast to previous papers (cf. 
Mönch and Driessel, 2005), we are not interested in 
proposing a new scheduling technique. Instead of 
this, we deal with the question of how to design 
scheduling components from a functional and also 
from a software technical point of view. It turns out 
that the data available in Enterprise Resource 
Planning (ERP) systems and Advanced Planning 
Systems (APS) are not fine-grained enough to allow 
for making detailed scheduling decisions. 
Furthermore, their actuality with respect to time is 
not appropriate. MESs are a natural carrier of 
scheduling functionality (McClellan, 1997; Meyer et 
al., 2009). However, the scheduling capabilities of 
packaged MESs are often not appropriate because 
they are too generic (cf. Pfund et al., 2006 for the 
results of a survey of the acceptance of packaged 

scheduling solutions in the semiconductor 
manufacturing industry). In this paper, we research 
the problem of designing a scheduling component 
that can be used by an MES. In a certain sense, this 
paper extends previous work carried out for the ERP 
domain (cf. Mönch and Zimmermann, 2009). The 
design of the component is derived taking an 
appropriate hierarchical decomposition of the overall 
scheduling problem into account. After identifying 
appropriate services, we implement a prototype 
based on web services. Such questions are rarely 
discussed in the literature so far (cf. Framinan and 
Ruiz, 2010 for a recent survey of the architecture of 
scheduling systems). 

The paper is organized as follows. In the next 
section, we describe the problem and discuss related 
literature. We present the hierarchical decomposition 
of the overall scheduling problem in Section 3. 
Furthermore, we describe how appropriate services 
can be indentified. The implementation of the proto-
type is described in Section 4. We discuss also some 
limitations of the proposed approach and future 
research needs. 

2 PROBLEM DESCRIPTION 

2.1 Problem 

In current MESs for complex manufacturing systems, 
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dispatching functionality often is offered instead of 
the more sophisticated scheduling functionality. 
Optimization kernels are typically based on genetic 
algorithms or on generic commercial constraint 
programming and mixed integer programming 
libraries (cf. Fordyce et al., 2008). Scheduling 
systems are mainly developed only for parts of the 
manufacturing system, for example for the leading 
bottleneck machine group. There is only little 
interaction of software vendors and academic 
research (cf. Kellogg and Walczak, 2008). There are 
several reasons for this situation.  
1. Scheduling of production jobs is often 

combined with transportation scheduling,  
process planning, staff scheduling, and finally 
advanced process control decision-making. 

2. Global scheduling systems fail because humans 
on the shop floor are not involved in the resul-
tant scheduling decisions. It seems that often the 
notion of reasonable automation is not taken 
into account. 

3. Scheduling algorithms depend to a large extent 
on the objectives and constraints taken into 
account. That means that slight changes in the 
objectives and the constraints might lead to 
totally different algorithms. Dispatching rules 
strongly support this behavior by its inherent 
myopic view. Generic scheduling solutions have 
some limitations with respect to dealing with 
this situation. They are often not well accepted 
by people on the shop floor. 

4. The data for scheduling decisions is located in 
different operative application systems. MES- 
and Material Control System (MCS)-related 
data are very important in this context. 

5. Supplying appropriate data to the scheduling 
algorithms is important. However, scheduling 
algorithms that take many details into account 
require at the same time data that is fine-grained.  

Analyzing these insights results in the conclusion 
that striving for a more detailed modeling is in-
applicable because a more detailed consideration of 
constraints leads to sophisticated algorithms and also 
to a more difficult data supply. Therefore, it seems 
important to focus on the quintessence of 
scheduling, i.e., considering the finite capacity of the 
manufacturing system is more important. However, 
it is possible to deal with the finite capacity on a 
more aggregated level. 

In this paper, we address the question of how a 
scheduling component has to be organized to take 
this vision into account. Therefore, the design of a 
service-based scheduling component is discussed 
that is based on an appropriate distributed 

hierarchical decomposition of the overall scheduling 
problem. The resultant design is validated by a 
prototypical implementation of such a component. 

2.2 Related Work 

A web service-based specification and implemen-
tation of ERP components is described, for example, 
by Brehm and Marx Gomez (2007) and Tarantilis et 
al. (2008). However, a direct application of these 
ideas to scheduling is not possible because of the 
different level of detail. A conceptual proposal for 
an MES based on web services that can be used in 
small- and medium-size enterprises in Mexico is 
discussed by Gaxiola et al. (2003). But again, no 
specific details of possible scheduling functionality 
are included in this paper. This is also true for the 
recent survey paper by Framinan and Ruiz (2010), 
where the usage of web services is only mentioned, 
but not further elaborated. 

A service-oriented integration framework for 
complex manufacturing systems is presented by Qiu 
et al. (2007). A certain portion of a traditional MES, 
especially with respect to feedback from the shop 
floor, is implemented within the framework, but 
again, scheduling functionality is not covered. 

There is some work done for the identification of 
services (cf. Winkler and Buhl, 2007 for the finan-
cial domain and Mönch and Zimmermann, 2009 for 
ERP-related services). However, to the best of our 
knowledge, there is no work available that addresses 
this question for scheduling services in complex 
manufacturing systems. A distributed scheduling 
system for complex job shops based on software 
agents is presented in Mönch et al. (2006). But in 
contrast to web services, software agents and multi-
agent-systems are still not widely accepted in 
applications on the shop floor. In this paper, we will 
show that some of the scheduling functionality 
described by Mönch et al. (2006) can be provided 
using principles of service-oriented computing. 

3 IDENTIFICATION OF  
APPROPRIATE SERVICES 

3.1 Distributed Hierarchical  
Decomposition 

As discussed in Subsection 2.1, we are interested in 
making manufacturing system-wide scheduling 
decisions without increasing the level of detail for 
modeling. This goal is mainly reached by an appro-
priate hierarchical approach.  

Design�and�Implementation�of�a�Service-based�Scheduling�Component�for�Complex�Manufacturing�Systems

285



 

We start by describing the assumed physical 
decomposition of the base system of the 
manufacturing system. The routing of the jobs, the 
dynamic entities in the system, takes place between 
different groups of parallel machines. Parallel 
machines offer the same functionality in a 
manufacturing system. A single group of parallel 
machines is called a work center. The work centers 
that are located in the same area of the 
manufacturing system are aggregated into work 
areas. On the highest level, we find the entire 
manufacturing system, i.e., the different work areas 
form the base system. In order to solve the overall 
scheduling problem, often hierarchical decompo-
sition approaches have been applied.  

In this paper, we consider a two-layer hierarchi-
cal approach. The resulting scheduling scenario is 
shown in Figure 1 as a Unified Modeling Language 
(UML) sequence diagram and will be explained in 
more detail below.  
 

 
Figure 1: Sequence diagram for distributed scheduling. 

In complex manufacturing systems, planned start 
dates and completion dates are determined with 
respect to a fixed work area (cf. Mönch and Driessel, 
2005 and Mönch et al., 2006) on the top-layer. Here, 

an aggregated model is used taking the capacity only 
on the work center level into account. Consecutive 
operations that are related to one work area are 
combined into macro operations. This results in 
aggregated routes that consist of these macro 
operations. The resulting start and completion dates 
can be used to set production goals for each 
decision-making entity, i.e., a scheduling unit, on a 
certain work area. This approach is called job 
planning to differentiate it from the more detailed 
scheduling. In Figure 1, we denote the decision-ma-
king entity of the entire manufacturing system by 
MS. The base-layer is formed by the different work 
area decision-making entities. We can see three 
work areas, denoted by WA, in Figure 1. This layer 
results in schedules for each single work area. Then, 
it determines a critical work area with respect to a 
criticality measure, for example, the tardiness of the 
jobs with respect to the work area where they are 
scheduled. Based on the schedule for the critical 
work area, updated ready dates and due dates are 
sent to the non-critical work areas and used to 
determine new schedules. This procedure is repeated 
for the next most critical work area in a recursive 
manner until the last work area is reached. 
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Figure 2: Functionality of the top- and base-layer (Part 1). 

Figure 1 does not provide enough information 
from a process modeling point of view. Therefore, 
we provide event-driven process chains (EPC) for 
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the researched scheduling scenario in Figure 2 and 
Figure 3.  

These process models can be used as a starting 
point for identifying appropriate services, because 
service-oriented architectures (SOAs) usually 
distinguish between process, service, and technology 
models (cf. Siedersleben, 2007). Figure 2 shows the 
job planning step and major parts of the preparation 
phase for the scheduling activities on the base-layer. 
The iterative procedure that corresponds to the 
decisions on the base-layer is shown by continuing 
the EPC from Figure 2 in Figure 3. Only a single 
iteration is depicted in this figure for the sake of 
simplicity. Note that a simple process model is 
provided by the EPC in Figure 2 and Figure 3.  

 

 
Figure 3: Functionality of the top- and base-layer (Part 2). 

3.2 Identification of Services 

Next, we are interested in deriving a concrete service 
model for the researched scenario. The basic idea for 
identifying services consists in determining for each 
function within an EPC or activity within an activity 
diagram, respectively whether it has to be 
implemented as an operation of a service or not. We 
use the following five criteria to make this decision: 

1. Degree of Automation (DA): If no manual 
intervention is required between two consecu-
tive functions then the two functions can be 
pooled together into one operation, otherwise, 
the two functions have to be represented by 
different operations. 

2. Atomicity (A): When sub-functions of a certain 
function can be used within different business 
processes then it makes sense to implement the 
sub-functions using different operations. When 
the entire function can be re-used then a service 
might be implemented by orchestrating the 
services that correspond to the sub-functions. 

3. Modularity (M): Functions are often carriers of 
an algorithm. When different algorithms are 
available to solve a problem, a situation-depen-
dent selection of one algorithm is often benefi-
cial. When such a selection is required, then an 
implementation of the function within a service 
is useful.  

4. Reusability (R): When a function is applied in 
different business processes, then the function 
has to be implemented within a service. 

5. Number of Users (NU): When a function is 
used by different humans, a certain degree of 
reusability is given. This function has to be 
implemented within a service. 

Note that some of these criteria are also 
contained in (Kohlborn et al., 2009 and Mönch and 
Zimmermann, 2009). 

Applying these five criteria, we obtain a set of 
operations that can be grouped into different 
services. We differentiate between different types of 
services according to Kohlborn et al. (2009). Object-
centric services are given by a set of operations that 
are used to access business objects. Task-centric 
services are formed by a set of operations that can be 
carried out without a specific business object. 
Hybrid services are somewhere between object- and 
task-centric services, because they consist of 
operations that are used to access data and perform 
tasks. Finally, process-centric services are used to 
support business processes using operations of other 
services by means of service composition. The first 
three service types correspond to basic operations 
that cannot be further decomposed. The resultant 
services are shown in Table 1. Here, we use the ab-
breviations PPC and PM for production planning 
and control and preventative maintenance, respec-
tively. 

Determining the necessary data for the job 
planning functionality is important. Therefore, we 
decompose the corresponding function into several 
sub-functions that are implemented as operations of 
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a service that is related to data management for job 
planning. Several algorithms can be used to find 
appropriate parameters for the algorithms used for 
job planning. Therefore, this function is identified as 
an own operation of a job planning-related service. 
Because different job planning algorithms are 
possible, we also identify the function that 
determines job plans as an operation of the job 
planning service. The function that transfers job 
plans to work areas is only important in the context 
of work area scheduling. However, within the flow 
control, the job plans are available. Therefore, this 
function is not identified as an operation of the job 
planning service. 

Table 1: Applying the criteria to the scheduling functions. 

Criterion DA A M R NU 

Data Gathering 
Job Planning 0 X 0 X None 

Parameter Setting Job 
Planning X 0 X X PPC 

Calculate Job Plans X 0 X X PPC 

Transfer Job Plans to 
Work Areas 0 X 0 0 None 

Data Gathering for 
Scheduling a Work 

Area 
0 X 0 X None 

Parameter Setting 
Job Planning X 0 X X PC 

Determine 
Schedule for Work 

Area 
X 0 X X 

PC, 
PM 

Transfer Schedule 
to Top-Layer 0 X 0 0 None 

Determine Critical 
Work Area X 0 X X PPC 

Inform Critical 
Work Area 0 X 0 0 None 

The data management service for work area- 
related scheduling is justified in a similar manner as 
the data management service for job planning. Again, 
a refinement into several sub-functions is performed. 
Due to different possible algorithms for parameter 
setting within work area scheduling algorithms, we 
identify a corresponding parameter setting operation 
for the work area scheduling service. Different 
scheduling algorithms, e.g., decomposition- or local-
search-based approaches, can be used to determine 
schedules for jobs in each single work area. 
Therefore, this function is represented by an operation 
of the work area-related scheduling service. Because 

the work area schedules are available within the flow 
control, we do not identify a separate operation to 
transfer schedules to the top-layer of the hierarchy. 
Several methods are available to determine a critical 
work area. Therefore, this function is identified as an 
operation of the job planning-related service. It is 
reasonable to inform the decision-making entity of a 
critical work area. Therefore, we include this 
functionality into the operation that determines the 
critical work area. 

Table 2: Identified services for the scheduling process. 

Service 
/

Operation 
Object-centric 

DataManagement- 
JobPlanning 

ReadCapacityMS()/ 
ChangeCapacityMS() 

ReadJobsMS()/ 
AddJobsMS() 

ReadAggregatedRoutes-
MS()/AddAggregated 

RoutesMS() 

DataManagement- 
SchedulingWork- 

Area 

ReadMachinesWA()/ 
AddMachinesWA() 

ReadJobsWA()/ 
AddJobsWA() 

ReadPartialRouteWA()/ 
AddPartialRoute() 

hybrid 

JobPlanning 

InitializeJP() 
SetParametersJP() 

ReadDataJP() 
DetermineJP() 
EvaluateJP() 

DetermineCriticalWA() 

SchedulingWA 

InitializeSWA() 
SetParameterSWA() 

ReadDataSWA() 
DetermineScheduleWA() 
EvaluateScheduleWA() 

IsWACritical() 
process-centric 

Data Manage-
mentScheduling 

DetermineAggregatedCapa-
cities() 

AutomatedSche-
dulingManufacturing 

System 
StartProcess() 

After the identification of operations, they have 
to be grouped into appropriate services as discussed 
before. We show the results of this second step in 
Table 2.  
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Note that two process-centric services are 
described in Table 2. The first service is related to 
data management issues of an automated scheduling 
process. This service is based on operations of the 
DataManagementSchedulingWorkArea service. For 
example, the single machine capacities are determi-
ned using the ReadMachinesWA() operation. They 
are aggregated to capacities of certain work centers 
that are used within the job planning approach. The 
second process-centric service represents the auto-
mated hierarchical scheduling process. It contains 
only a single operation to launch this process. Note 
that the SchedulingWA service allows for the in-
tegration of  problem specific scheduling approaches 
for different work areas. 

4 IMPLEMENTATION OF THE 
PROTOTYPE 

4.1 Implementation Issues 

In this section, we will discuss our technology 
model. A prototype is designed and coded to check 
the feasibility of the proposed component. A client 
application implemented in the C# programming 
language provides a graphical user interface for 
calling the services and therefore, serves as a test 
driver. Web services, implemented in C#, are run on 
an ASP .NET development server. They implement 
the services described in Section 3. 

We do not use a real MES for our prototype 
because we do not have access to an MES.  Instead 
of that, the MES is simulated by a so called black-
board service, basically a SQL Server database. 
Within the prototype, we implement the Automated-
SchedulingManufacturingSystem service and the 
DataManagementScheduling service.  

However, we are not interested in evaluating 
concrete scheduling algorithms for the scheduling 
scenario in this paper because this was done in 
previous research (cf. Mönch and Driessel, 2005 and 
Mönch et al., 2006). Our main interest is related to 
the process flow. The architecture of the prototype is 
depicted in Figure 4. 

4.2 Orchestration of the Services 

An orchestration is required to implement the process-
centric services. Orchestration of the services is 
performed using the BPEL engine of the Oracle 
BPEL process manager. The Oracle BPEL process 
manager runs on a J2EE application server. The 
decision to use Oracle BPEL  is based on  the fact that  

we used this tool for several  previous prototypes. 
Because web services are stateless, we compose 

them into a BPEL process that owns state variables 
that can be used to manage the state of the system. 
We can see from Figure 4 that the AutomatedSche-
dulingManufacturingSystem and the DataManage-
mentScheduling services are implemented as BPEL 
processes.  

 
Figure 4: Architecture of the Prototype. 

SOAP messages are used to exchange data between 
the different web services. This approach requires 
that appropriate XML data structures for routes, 
aggregated routes, job plans, and work area 
schedules are defined because SOAP is XML-based. 
Because we also have to write data, we use SOAP- 
and not REST-based web services.   

4.3 Limitations of the Approach 

There are some limitations of the proposed 
approach. Task objects, goals, and solution methods 
are the main building blocks of an enterprise task 
(cf. Ferstl and Sinz, 2006). Business processes work 
on task objects and change the attributes of these 
objects. Therefore, we can conclude that business 
processes are always related to persistency issues. 
Many object-centric services are the consequence 
(see Table 2). A tight coupling using joint master 
data is typical for scheduling and more generally for 
the production planning and control domain.  

This may lead to undesirable side effects of 
services, such as problems with the global state 
consistency of the distributed application. The state 
of the art master data management in MESs has to 
be extended to fulfill the SOA requirements. We can 
see this requirement from Figure 4, where the 
blackboard service is used to represent the master 
data from the MES.  

The second limitation is also related to data 
management in the service-based prototype. A certain 
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number of XML-based SOAP messages have to be 
exchanged between the different operations of the 
services that form the scheduling component. A loss 
of performance might be the result of this situation.  

5 CONCLUSIONS  

In this paper, we described a scheduling component 
for complex manufacturing systems that is based on a 
hierarchical decomposition of the overall scheduling 
problem. We discussed the identification of 
appropriate services. The orchestration of these servi-
ces is shown. The implementation of a prototype for 
such a component based on web services is also 
discussed.  

There are some directions for future work. While 
it is possible to design and implement such a 
component, there is still much more effort required to 
integrate the resultant component into a real-world 
MES. A rigor assessment of the performance of the 
overall application, especially with respect to compu-
ting time, is also necessary.  

Furthermore, it seems fruitful to combine software 
agents with service-oriented computing techniques as 
proposed by Huhns (2008). It is highly desirable to 
enrich the multi-agent-system FABMAS (cf. Mönch 
et al., 2006) that implements a similar hierarchical 
scheduling approach as described in the present paper 
by web services. It is differentiated between decision-
making and staff agents in FABMAS. Staff agents 
support the decision-making agents. It seems possible 
to replace the staff agents by web services as 
discussed in the present paper. The decision-making 
agents can be used to carry out a more sophisticated 
orchestration of these services. 
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Abstract: This article discusses the positioning of the nodes of a wireless network of an industrial plant for the 
network to meet the application requirements, particularly with respect to coverage characteristics and 
reliability. Issues involving these two parameters are investigated and it is intended to submit proposals 
using the concepts of computational intelligence to solve the problem. 

1 INTRODUCTION 

The possibility of using wireless network has been 
widely discussed in the areas of industrial 
automation, environmental monitoring, and location 
of road vehicles among others. The great advantage 
of not using cable for data transmission is the ease of 
network installation in all environments, including 
those where it is not possible to lay cables, be for the 
difficulty of access, or for being a dangerous area or 
not allowed access. Another advantage is the ease of 
maintenance of equipment. In the listed applications, 
it is of paramount importance the safety, reliability, 
availability, robustness, and network performance in 
carrying out the monitoring and process control. 
That is, the network cannot be sensitive to 
interference or stop its operation because of an 
equipment failure, nor can have high latency in data 
transmission and ensure that the information is not 
lost (Zheng and Myung, 2006), (Santos, 2007). 

A network of wireless smart sensors is 
responsible for conducting the monitoring of a 
process or an environment, process the collected 
information and send it to other sensors or routers 
closer to the gateway. The sensors are powered by 
batteries and positioned according to the process to 
be monitored (Gomes, 2008). 

Data transmission in a wireless network in 
today's industrial automation is faced with the 
problem of interference generated by other 
equipment and obstacles. In an attempt to minimize 
these effects, various methods of intermediate nodes 
positioning   are    used. The    intermediate nodes or 

routers are responsible for making the routing of 
data, generated by sensors in the network to the 
gateway through hops, directly or indirectly. Such 
devices are responsible for meeting the safety, 
reliability and robustness criteria of the network and 
are of paramount importance in directing data 
transmission. However, they can leave all or a great 
part of the network dead, if they have any fault 
(Hoffert et al., 2005).  

Most of the presented solutions to this problem 
use optimization algorithms to find the smallest 
number of routers needed to make the network meet 
the criteria related to the decrease of energy 
consumption of each node. Moreover, monitoring 
the total area, simplifying the network with the 
lowest cost, meeting the traffic demand not evenly 
distributed, reducing the latency of the data, the 
reduction of computational complexity, minimizing 
the burden placed on the nodes and maximizing the 
number of nodes that can communicate with the 
gateway are also key issues in the problem (Youssef 
and Younis, 2007), (Molina et al., 2008). These 
solutions typically face problems of scalability and 
changes of the network configuration the over the 
years. Thus, for each network configuration it would 
be necessary to develop a specific solution in 
accordance with new obstacles, positioning of the 
sensor nodes and, consequently, new positions for 
the routers. 

This article is divided into four sections. This 
section is an introduction to the problem of 
positioning nodes in wireless networks. Section two 
discusses the importance of studying node 
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positioning. In section three possible solutions to the 
problem using computational intelligence (CI) are 
discussed. The forth section closes the paper 
presenting research directions and preliminary 
conclusions. 

2 NODE POSITIONING ISSUES 

This section briefly discusses the positioning of 
nodes characteristics and its main constraints. 

Why study the positioning of the nodes? For the 
network to meet the application requirements, 
especially regarding reliability and coverage issues. 
Positioning of the nodes can cause a dramatic impact 
on the efficient operation of networks. 

The positioning of the nodes can be static, which 
is done before the network operation, or dynamic, 
where the repositioning of nodes continues on the 
network in operation. 

Static positioning of the nodes depends on the 
method of nodes distribution, for instance controlled 
or randomized. It also varies with the optimization 
objective which may include the coverage area, 
connectivity, longevity or data fidelity. The role of 
node in the wireless network should also be taken 
into account in the positioning process e. g. the node 
can act as a sensor repeater, a base station or cluster-
head node. Questions such as where and when to 
relocate nodes naturally arise and the characteristics 
of the network also play an important role in the 
whole process. 

One has to define the network coverage or in 
other words the accessibility to the gateway. The 
critical nodes are those for which its load is 
overwhelming and the sensitivity of the network to a 
loss of such a node is high. Fault tolerance is also a 
key issue and it is of paramount importance to know 
what happens if a node fails. In such a case it is 
important to know if an alternative path exists for 
those paths having that faulty node. Determining the 
number and the positioning of repeater nodes is also 
an information one should have. 

For industrial wireless networks every node must 
be able to communicate with the gateway, either 
directly or through other nodes, so that the targeted 
coverage should be equal to 100 %.  

As far as the used criteria are concerned for each 
of such networks, every node must have a certain 
number of neighbors in order to increase the 
availability of alternative paths. That means also that 
a number of network nodes must be in direct 
connection with the gateway. The number of hops 
for which a message reaches a node to the gateway 

has to be closely monitored once the increase in the 
number of hops raises the message latency. 
Depending on the refresh rate of the measurements, 
in case of wireless sensor applications, this can be an 
important issue. Also the number of retransmissions 
from other nodes necessary for reaching the gateway 
should be carefully considered as increasing the 
number of retransmissions may shorten the battery 
life. 

In terms of fault tolerance it is important to know 
what percentage of the network that is still working 
if a particular node fails. What is the most critical 
node on the network in relation to this criterion? 

Those issues are to be considered in the building 
of the node positioning for industrial wireless 
networks. 

3 CI BASED PROPOSALS  

This section presents proposals for solving the 
problem of positioning nodes for wireless industrial 
networks employing computational intelligence 
techniques. Such techniques are very promising for 
application to the problem at hand because they 
allow consideration of heuristic optimization issues 
related to the theme. 

The problem of positioning nodes is an NP-Hard 
(Molina, 2008) and in view of this, it is usual to use 
heuristics and stochastic optimization schemes. Thus 
potential techniques applicable to the solution of the 
problem involve those related to computational 
intelligence such as genetic algorithms, collective 
intelligence, such as ant colony optimization, 
artificial immune systems and others. Before 
proceeding it is necessary to emphasize an important 
feature of the problem of positioning nodes in 
wireless networks in industrial environments. Note 
that in this case, the nodes in the network are 
positioned at locations to be instrumented and 
connectivity with the central node, usually located in 
the control room, it is absolutely necessary 
otherwise the consequences can be devastating. This 
situation is distinct from a network of wireless 
computers only for INTERNET access in which 
connectivity can be lost and then resumed without 
major losses to the user, since the greatest interest is 
to achieve a high throughput. 

3.1 Node Positioning using Artificial 
Immune Systems 

The immune system is one of most important ones 
for the survival of humans and animals. It has the 
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task of fighting the invaders, which cause diseases 
through complex mechanisms. Such mechanisms are 
complementary and fit to perform the recognition of 
pathogens (viruses, bacteria, foreign molecules etc.) 
and inhibit its action in the body of the individual 
and are divided into (Amaral, 2006) (Castro, 2001): 

1. Recognition of pathogen - is accomplished by 
lymphocytes, i.e. B and T cells that have receptors 
for the purpose of joining the pathogen to 
subsequently eliminate it; 

2. Affinity maturation of lymphocyte receptors 
and pathogen - there will be hypermutation receptors 
so that they are able to fit "perfectly" to the antigen; 

3. Cloning of the antibody with higher affinity - 
cloning of lymphocytes that are better suited to the 
pathogen; 

4. Distinction between self and non-self - this 
mechanism is of paramount importance for the 
individual able to survive without any autoimmune 
disease that destroys the cells and proteins of the 
organism itself. It will make the distinction between 
body proteins and the invaders; 

5. Immunological memory - is a database stored 
in the memory immune receptors, which act more 
quickly and effectively against the next infection 
caused by the same pathogen. 

The artificial immune systems exploit 
mechanisms found in natural immune systems to 
develop techniques for solving problems. The 
natural immune systems provide protection against 
numerous pathogens such as viruses, bacteria and 
others. 

Some basic concepts of natural immune systems 
will be described so that we can develop the 
application in node positioning. Antigens are 
substances that are not recognized by the immune 
system as the body itself. There are two types of 
immune systems the innate and the adaptive. The 
first is the first line of defense of the living organism 
and reacts similarly to different pathogens such as 
the skin. Note that some pathogens cannot be fought 
by the innate immune system. The adaptive system 
fight against specific pathogens. Its main 
components are B cells which produce antibodies 
and T cells that attack the abnormal cells. The 
response of the innate immune system remains 
constant, the adaptive gives immunity against re-
infection of the same infectious agent. Pathogens or 
molecules present antigens that are recognized by B 
cells. Note that the marriage is not always perfect. 
Since the antigen recognized, the B cell begins to 
produce antibodies. Each B cell produces only one 
type of antibody. For example, antibody to influenza 
virus is different from that for pneumonia. The more 

efficient antibodies are cloned. 
Now an algorithm using artificial immune 

system techniques will be described.  
The algorithm is as follows: 

1 - Initialization: Original placement or pattern 
of antibodies. 

2 - Training: Presentation of antigens for the 
iterative network of antibodies against antigens and 
antibodies.  

3 - Competition: winners antibodies in accordan-
ce with an affinity function 

4 - Cloning; reproducing the efficient antibodies. 
5 - Convergence: each antibody is associated 

with an antigen and each antigen antibody should 
have a winner within a minimum defined distance. 

6 - Pruning: After all training unrelated antibody 
with any antigen is removed. 

Preliminary tests indicate that the above proposal 
is satisfactory. 

4 CONCLUSIONS 

The artificial immune systems are algorithms 
inspired by the functioning of the human immune 
system to solve optimization problems, pattern 
recognition and others. The most widely used 
algorithms in solving the problems mentioned above 
are the immune network algorithms, clonal selection 
and negative selection (Castro and Timmis, 2002). 
The artificial immune networks are algorithms that 
mimic the functioning of the immune network in 
combating human infectious diseases in slaughter. 
This network provides human immune B cells 
capable of recognizing and to recombine in the 
absence of the pathogenic agent, thereby forming a 
network capable of eliminating the invaders. They 
are formed in accordance with the degree of affinity 
between B cells. If the affinity between them is high, 
then the cell B is joined to the network, otherwise it 
will be repelled away from the network. This action 
of union or inhibition of B cells occur until the 
network stabilizes and so could fight off diseases. 
The purpose of this paper is to solve the problem of 
positioning nodes in wireless industrial networks 
using artificial immune, based on the human 
immune system. The algorithms based on immune 
networks have very desirable characteristics in 
solving this problem, among which we mention: 
scalability, self-organization, learning ability and 
continuous treatment of noisy data. It is intended to 
build positioning algorithms based on models of 
artificial immune networks (Castro 2001), aiming to 
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get the best settings for a wireless network industry, 
positioning the router nodes in the network, so that 
all devices to communicate with gateway without 
loss of information. 
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Abstract: In teamwork-based projects, human play a critical role in achieving project success. This study utilizes 
ontological approaches to build project teaming models into ontology. It helps to develop a set of logic rules 
for identifying semantic relationships between individuals. By following a knowledge base creation process, 
the factual data of project, workers, and teaming factors can be inserted into ontological knowledge base. 
Based on knowledge inference, reliable knowledge bases are established for selecting project team members 
in runtime. A case study is presented to demonstrate the effectiveness of the proposed design.  

1 INTRODUCTION 

Collaboration is a major feature of teamwork-based 
projects, which are frequently implemented by high 
performance project teams. Effective project 
teaming thus has become essential in human-side 
project management. In project management, project 
teaming refers to managing a project team with 
assignment of project tasks and roles (Beranek et al., 
2005), and the appropriate composition of the 
development or workplace team that performs ad-
hoc project tasks. Industry experts and academic 
researchers continue to work on identifying factors 
and composition approaches for effective project 
teaming. While current methods and considerations 
are presented mostly as predefined and syntactic 
criteria, further consideration of the effect of derived 
semantic relations and facts should also be carried 
out. The characteristics typically considered in 
composing a quality team include team size, 
personal commitment, current workload of the 
individual, leadership, skill competence, years of 
experience, communications skill, and so on (Chen 
and Lin, 2004). A need for cross-functional 
composition with regard to the skill backgrounds of 
team members is recognized in projects and is multi-
disciplinary in nature. Configurational and task-
oriented approaches to project teaming require the 
composition of a team to depend on tasks of the 
project work (Coates et al., 2007). Such tasks 
contribute  to  the  technical and explicit foundations 

of a software project team.  
A solid technical foundation alone does not 

guarantee a quality composition of the project team. 
For example, Krishnan (1998) reported that the 
effects of three team-related measures include not 
only the domain and language experience of the 
team, but also the capabilities of the team personnel 
with regard to information system product costs and 
quality. This is particularly true when it is 
recognized that culture and human or “soft” factors, 
for example differences in individual characteristics 
of preferences, also contribute to team success 
(Gorla and Lam, 2004). Regarding personality, the 
Myers-Briggs Type Indicator  has been widely 
employed to assess software engineer personality 
types (Stewart et al., 2005), as well as to assess the 
influence of team member personality namely 
Agreeableness, Conscientiousness, Extraversion, 
Neuroticism, and Openness to experience, also 
known as the “big-five personality factors” on 
individual role, social role and task accomplishment. 
Thus, the human-side of project management should 
be integrated into technological project management 
methods and tools. 

2 DEVELOPING TEAM MEMBER 
COMPOSITION MODEL 

Project team knowledge has numerous sources and 
different aspects. To build the knowledge model of 
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project teaming, his study refers to the discipline of 
knowledge engineering (KE) proposed by Guarino 
(1995). Typical KE includes expertise gathering, 
knowledge model building, and knowledge 
representation. Detailed steps are described as the 
followings: 
Expertise Gathering: Expertise gathering is the 
focus of identifying critical elements of project 
teaming. Observation of project teaming events 
identifies three primary subjects including Project, 
Worker and Teaming factors. Further expertise 
gathering are also implemented, including 
elicitation, analysis, and transformation are 
implemented. 

 Property elicitation. Over 100 properties are 
gathered during this stage. For example, the 
collected properties of projects are basic 
features such as project’s budget and skill 
needs. 

 Analysis. A total of 35 properties are identified. 
New or subordinate subjects are generated by 
either separating existing subjects or 
assembling relevant subjects. For example, the 
subjects Project_Type, Title, Skills and 
Personality are subordinate to the 
Teaming_Factors subject. 

 Transformation. This step transforms subjects 
and their dependent properties into an 
ontological representation. The representation 
is formed by a formatted expression written as 
{Concept: Property list}. Examples are 
presented below. 

{Project: Project_Description, PM, Budget, 
Number_of_HR, Skill_Need, PM_Skill_Need, 
Length_of_Time, has_Type, Qualified_Basic_Worker, 
Watch_List, … } 

{Worker: Age, Gender, Seniority, Salary, has_Title, 
has_Skill, member_of, Hostile_to, 
has_Experience, …} 

Building Knowledge Model: A knowledge model 
is based on an abstract view of the task domain, and 
can be used as an intermediary between the real 
world and information systems. Two type of 
relations including “is-a” and “has-a” are developed. 
The “is-a” denotes an inheritance relationship 
between two concepts. For example, the 
Teaming_factors concept has sub-concepts such as 
Title, Skills and Personality. The “has-a” denotes 
the “part-of” relation between two concepts. These 
properties stipulate a schema for describing the 
concepts. Users can employ these properties to 
contribute their factual knowledge to the knowledge 
base or to obtain implicit knowledge via inference 
mechanisms. 

Furthermore, two types of property’s content 
including    “Asserted     property”     and    “Inferred 
property” need to be defined during model building. 
The asserted properties provide the basis of 
inference engine to deduce new knowledge. On the 
other hand, the content of inferred property is 
implicit, but can be obtained by inferring factual 
knowledge via a reasoned. The inferred property 
plays a critical role for rule-based reasoning.  
Knowledge Representation: This study employs 
Web Ontology Language (OWL) as the notation and 
formalism for representing the knowledge to be 
stored in ontology. After constructing the team 
composition model, OWL is utilized for knowledge 
representation. OWL is highly appropriate for 
representing structured knowledge using classes and 
properties organized in taxonomies. 

3 CREATING RELATIONSHIPS 
USING SEMANTIC RULES   

Horrocks and Patel-Schneider (2004) have reported 
several limitations and issues of OWL in syntax and 
computation, particularly in relationships between 
roles chains using rules, causing indeductibility, 
logical undecidability, by embedding the word 
problem in inferences. The rules apply the syntax 
“Antecedent ➔ Consequent”. Both antecedent and 
consequent are conjunctions of atoms of the form 
atom1 ⋀ ..⋀  atomn, where a variable is indicated by 
a question mark (e.g., ?x). The semantic rules are 
used to extend the power of the ontological approach 
to identify semantic relationships between instances.  

This study utilizes the Project_Type concept to 
manage characteristics of typical historical projects 
as best practices. Several properties used in rules 
development are detailed below. The PT_Skill_Need 
and PT_PM_Skill_Need properties are used to 
indicate the skills needed by workers and project 
managers, respectively. Furthermore, the 
PT_Personality_Need property describes preferred 
personality types for performing the project. These 
properties can be used to develop rules to connect 
other concepts such as Worker to obtain candidate 
members for a project team. The following five rules 
are examples developed in this study.   

Rule-1 is used to identify qualified team 
members with reference to best practice. Rule-2 
helps identify candidate project manager(s) based on 
the qualified workers with reference to best 
practices. Rule-3 is applied to group senior workers 
as candidate team members. Rule-4 adds the 
PT_Personality_Need property to deduce whether 
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the qualified workers possess the preferred 
personalities.  Rule-5   examines whether a qualified 
worker is hostile to someone then both of them will 
be inserted into the Watch_List property of the 
project. 

Rule-1: Project(?x) ⋀  has_Type(?x, ?y) ⋀  
PT_Skill_Need(?y, ?z) ⋀  Same_Skill_Worker(?z, ?a) 
➔ Qualified_Basic_Worker(?x, ?a)   
Rule-2:  Project(?x) ⋀  has_Type(?x, ?y) ⋀  
PT_PM_Skill_Need(?y, ?z) ⋀  Same_Skill_Worker(?z, 
?a) ⋀  has_Title(?a, Project_Manager) ➔ PM(?x, ?a) 
Rule-3:  Project(?x) ⋀  has_Type(?x, ?y) ⋀  
PT_Skill_Need(?y, ?z) ⋀  Same_Skill_Worker(?z, ?a) 
⋀   Seniority(?a, ?b) ⋀  swrlb:greaterThan(?b, 5) ➔ 
Qualified_Advanced_Worker(?x, ?a) 
Rule-4:  Project(?x) ⋀  has_Type(?x, ?y) ⋀  
PT_Skill_Need(?y, ?z) ⋀ Same_Skill_Worker(?z, ?a) 
⋀ PT_Personality_Need(?y, ?b) ⋀  has_Personality(?a, 
?b) ➔ Quality_Intensive_Worker(?x, ?a)  
Rule-5:  Project(?x) ⋀  has_Type(?x, ?y) ⋀  
PT_Skill_Need(?y, ?z) ⋀  Same_Skill_Worker(?z, ?a) 
⋀  Hostile_to(?a, ?b) ➔ Watch_List(?x, ?b) 

4 CASE STUDY 

Before implementing this case study, known facts 
(instances) of concepts must be identified. For 
example, instances about workers, including age, 
salary, and skill, must be given into the asserted 
properties. Some instances regarding the example 
scenario are detailed below. Table 1 lists known 
instances of the Project_Type concept. Each instance 
involves three known property values, such as skills 
required of the project manager, skills required of 
workers, and the personalities preferred by the 
project. These instances are considered to represent 
the best practices for future projects. 

Table 1: Instance samples of the Project_Type. 

Type PM Skills* Member Skills* Personalities** 

BPM PC; PMC; PP BM; CM; SAD; 
DP High_A; High_E 

ERP PC; PMC; PP BM; CUT High_C; High_E 
GCM PP CM; UAT;DP Low_N; High_C 
HRM PP QA; TR Low_N; High_C 
MES PMC; PP; RD; TR; SAD High_A; High_E 
PLM PP; CM BM; CM; CUT High_O; High_C 

*Skills. BM: business modeling; CM: configuration management; 
CUT: coding and unit test; DP: deployment; PC: project closure; 
PMC: project monitor and control; PP: project planning; and etc. 
**Personalities. A: Agreeableness; C: Conscientiousness; E: 
Extraversion; N: Neuroticism; O: Openness 

Table 2 lists partial instances of the Worker 
concept. The row headings indicate the property 
names for each instance. A worker comprises eight 
known property such as title and gender. The 
has_Skill property presents a list of skill items. The 
symbol ‘×’ indicates that a worker has this 
corresponding skill. In the Personality property, the 
symbols N, A, C, E, and O denote Neuroticism, 
Agreeableness, Conscientiousness, Extraversion and 
Openness respectively. Furthermore, the symbol ‘+’ 
represents positive psychological power, while the ‘-
’ indicates negative psychological power. Total 17 
persons are identified for the following experiments. 

Table 2: Instance samples of the Worker. 

Name Allen Alvin Cindy Eric  Leon Mavis Phil Stan Ted
Title IC_L. IC BC PM  PM IC_L. PM BC IC 
Gender M M F M  M F M M M 
Salary 48k 52k 40k 70k  160k 50k 120k 67k 70k
Seniority 7 3 2 2  3 8 5 8 7 
has_skills                      
BM     ×          ×   
CM   ×                

UAT     ×    ×         
Hostile_to -  Ian - Flying  - Jeff Stan 

Ted 
Phil Phil

Eva
Personality                    
N ＋   ＋      ＋ ＋     

O       －    － －     

The first case uses instances of Project_Type as a 
reference for best project practices. For example, 
when a project is newly created, the decision makers 
identify the project has having typical features like 
the BPM. As shown in Figure 1, a user selects the 
BPM as a known fact in the has_Type property. This 
property value is initially the only factual knowledge 
associated with the new project. After firing the 
JESS rule engine, the project obtained five inference 
results as presented within inferred properties. The 
rules engine utilizes known facts of the BPM to 
provide for the computational needs of Rule-1 to 5. 
For example, Rule-1 is applied to identify qualified 
workers using the instances in the PT_Skill_Need 
property of the BPM, including BM, CM, SAD and 
DP. A total of nine workers were inferred into the 
Qualified_Basic_Worker property. Rule-2 deduced 
two qualified project managers such as Eric and 
Leon for this new project. Rule-3 deduced four 
candidate workers for Qualified_Advanced_Worker 
property. These workers are all highly qualified and 
each had over 5 years of working experience. Rule-4 
treats preferred personalities as noted criteria in the 
property of the BPM. A total two workers were 
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recommended inside the Quality_Intensive_Worker 
property. These workers have at least one 
personality item conforming to Agreeableness, 
Extraversion, or both. Finally, Rule-5 contributed 
five workers to the Watch_List property. These 
workers may have interpersonal relationship issues 
based on the record of the Hostile_to property of the 
BPM. 

 
Figure 1: Using the instance of Project_Type as a 
reference to infer candidate team members. 

5 DISCUSSION AND 
CONCLUSIONS 

This study employs OWL as the notation for 
representing knowledge to be stored in the ontology. 
SWRL rules are applied to infer semantic 
relationships of instances. Once ontology and rules 
are used for knowledge representation, it is possible 
to stipulate practical facts as factual knowledge. The 
experimental results demonstrate that the proposed 
design can support the system for identifying 
appropriate project teams. Additionally, the 
proposed design stresses that the system can be 
continually maintained by factual knowledge 
providers rather than system developers. The 
inference mechanism then helps establish a new and 
complete knowledge base for maintaining system 
reliability. Consequently, the combination of 
semantic rules and ontologies can manage intricate 
information such as the project teaming problem 
mentioned in this study.  
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Abstract: It analyzed several key factors by system dynamics that the task decomposition in emergency logistics 
impact on dynamic alliance of logistics. These factors included inter-constraints, quality of cooperation, 
collaboration time, ability to adapt with each other, core capabilities of logistics. To establish diagram and 
system dynamics model, it can forecast and analysis disadvantages of task decomposition in emergency 
logistics. It can for the government emergency management to provide strategic adjustment decision 
support. On this basis, it simulated the task decomposition of system dynamics model on dynamic alliance 
of logistics by EXCEL, tested and verified this way was a feasible approach. 

1 INTRODUCTION 

When unexpected events occurred, government 
organized the dynamic alliance of logistics quickly 
for transporting emergency supplies. Their primary 
job is to break down the missions into several sub-
tasks, and then look for federates of dynamic 
alliance of logistics for each sub-tasks. In the 
process, the government should consider which way 
is the best of task decomposition. 

The extent of task decomposition determines the 
number of federates in logistics dynamic alliance 
adapt to the emergency incident, the different 
running status of logistics dynamic alliance, and the 
success or failure to the emergency task ultimately. 
But the extent of task decomposition influence by 
many indicators, such as the mandate of the total 
stipulated completion time, each sub-task stipulated 
completion time, the working ability in core part of 
task, and ability to adapt to each other. It should be 
used to the co-ordinate system for ensuring access to 
the optimal task decomposition scheme. 

When unexpected event occurred, the 
management system of emergency logistics is a non-
stable, non-equilibrium dynamics of the process 
system. It should not be used the way as solve stable 
systems to resolving such issues. The system 
dynamics is to study the behavior of complex 
feedback systems in the computer simulation 
method, it can start from the system as a whole, find 

and study of related factors within the system. It also 
can focus on the dynamics of process and causality 
in logistics system, and to solve complex problems 
in a non-complete non-state analysis of information 
(Hu et al., 2006). 

Currently, it has a lot of studies in task 
decomposition, particularly in large enterprises and 
multi-enterprise collaboration between departments 
in manufacturing. Pi (2006) studied and explored the 
significance and role in task decomposition of 
aerospace; Chen (1998) focused on analysis of task 
decomposition in the Boeing Commercial Aircraft 
Manufacturing Engineering System; Hu et al. 
(2005a) proposed the optimization of the virtual 
enterprise partner selection model based on the task 
decomposition, and the same year, she proposed 
process of building a virtual enterprise framework 
based on task decomposition (Hu et al., 2005b); 
Zhang et al. (2007) addressed a multi-level projects 
across the enterprise network planning method based 
on task decomposition, to solve multi-level program 
consistency problem in cross-enterprise projects. 

This article built a dynamic alliance of logistics 
simulation model of task decomposition, with the 
impact of the relationship between the relevant 
indicators based on system dynamics theory .Finally, 
it discussed the model simulation results and 
applications. 
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2 THE ANALYSIS OF THE 
CAUSAL RELATIONSHIP IN 
TASK DECOMPOSITION OF 
EMERGENCY LOGISTICS  

Use of system dynamics to build the flow of causal 
relationship diagram, It can effectively express the 
relationship of system feedback, and identify the 
location of the proper task decomposition. In the 
process of task decomposition of logistics dynamic 
alliance, the quality of cooperation, collaboration 
time and so on, can be affected by many factors, 
such as logistics facilities and equipment damage, 
road conditions after expected events, government 
policies, as well as the impact from different quality 
of the federate and so on. According to the causal 
relationship between the determinants, and being 
combined with other variables in the decomposition 
of the project, it used VENSIM to build system flow 
diagram, shown in Figure1. 

 
Figure 1: The flow chart of causal elements in emergency 
logistics task decomposition. 

It is usually that the more federates the more 
bindings. To be targeted strategic adjustments 
timely, such as replace members of union, can 
improve the collaboration efficiency and adapt of 
ability, and prevent the growth trend of inherent 
constraints in logistics dynamic alliance. But at the 
same time, the completion time of task will be 
extended, and emergency supplies cannot be 
delivered on time. It can bring many dangers to the 
people in disaster areas and the losses of economic. 

3 CONSTRUCTION OF SYSTEM 
DYNAMICS MODEL 

Logistics dynamic alliance is an organization which 
be needed to maintain close between logistics 
enterprises. It requires federates matched hardware 
and software resources. With the increasing number 
of federates, the demanding of breakpoints have 
become increasingly in the supply chain. It 
expressed as the increasing of intrinsic constraints. 

Based on this consideration, this paper 
modified the Pearl curve model, the formula is 
expressed as: 

( 1)1 b n

Ky
ae− −=

+
 (1) 

In here, “n” is expressed that the required total 
number of enterprises in a particular task of 
emergency logistics alliance, and it takes a positive 
real number. The “k” is the limit of the “y”, and it 
takes “50”. “a” and “b” are the model parameters, 
and it takes that “a” is “1”and “b” is “1”. 

In addition, it should be noted that the 
followings, such as: if it has only one company in 
alliance (n = 1), at this time, that means “y” is “25”, 
this is the minimum constrains; but with the 
increasing number of federates, the increasing “y” 
was, and the “50” is assumed maximum constrains 
of “y”. 

It uses DYNAMO language to the identity 
(Zhao, 2010). “K” is the current moment and “J” is 
the last moment. “DT” said that the steps between 
“K” and “J”. It makes “DT” is “1” initially, and you 
can adjust it in the actual simulation process. 

Conveniently, it will use the letters to replace 
each variable, as shown in Table 1: 

Table 1: The alphabet of variable corresponding. 

Letters Variable 
A Inherent constraints 
B The quality of collaboration 
C Collaboration time 
D Ability to adapt to each other 
E The core of logistics capability 
M Strategic adjustment 
N The ability of members 
SF The factor of sudden impact 
GF The factor of government impact 
TF The factor of technology matching 

With the causal relationship in Figure 1, the 
alliance model is expressed as:  
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With the increasing number of federates, the 
inherent constraints is growth. To reduce the 
inherent constraints, government can make strategic 
adjustments to the members of logistics dynamic 
alliance. Shown as: 

A.K=A.J+PEARL（n）-M (3)
The growth of the quality of collaboration will be 

affected by ability to adapt to each other, the core of 
logistics capability, and the factor of technology 
matching. Shown as: 

B.K=B.J+DT*（D.J+E.J+N+TF） (4) 

With the increasing of inherent constraints, the 
collaboration time is increased. In addition, some 
unexpected event will lead to collaboration time 
changes. Shown as: 

C.K=C.J+DT*（A.J+SF） (5) 

Ability to adapt to each other is mainly affected 
by the ability of members and the factor of 
technology matching. In addition, it also can be 
influenced by the government and inherent 
constraints. Shown as: 

D.K=D.J+DT*（N+TF+M-A.J） (6) 

The core logistics capabilities can be influenced 
by the decision of government. in addition, it can be 
also affected by the strategic adjustment, and the 
ability of members. Shown as: 

E.K=E.J+DT*（M+N+GF） (7) 

4 SIMULATIONS 

4.1 Realization of the Simulation 

It used EXCEL to achieve the model simulation. 
The initial value of variable represents the initial 

state of the system. According to the actual input, 
these variables will be simulated by iterative 
changes to future operating conditions of dynamic 
alliance of logistics. The flow diagram of system 
dynamics, which used in the characteristic 
parameters of the reaction system, should be 
depended on specific characteristics of dynamic 
alliance of logistics in the simulation.  

After the simulation running, firstly, it was input 
the initial value of variables. Then, it can be set 
parameters to simulate the actual situation according 
to the special. By view of output value and table, 

future running of the dynamic alliance of logistics 
can be mastered. After the model data generated, the 
data generated will be out of the curve form of 
visual representation. 

4.2 Example 

It selected the representative data form one 
particular Union in the task decomposition stage, 
shown in Table 2, and selected the other parameters 
for model to do the initial value of iteration. Here, 
“n” is “10”. 

Table 2: The table of initial value of each variable in 
Table. 

Variable A B C D E 
initial value 0 20 50 10 20 

The data listed in Table 2 is designed to verify 
the validity of the model of artificial data. In 
practice, the representative from government and 
dynamic alliance of logistics enterprises provided 
the data and input to the program according to the 
actual. By the simulation of the data in Table 2, the 
output of the model can express the relative value of 
each factor trends. It verified that system dynamics 
model created whether show the effectiveness of 
impact of relationships between the task 
decomposition and the evaluation factors or not. 
And it also verified whether can achieve the best 
solution by application of this model. Put the data in 
Table 2 into EXCEL and get changes in each index. 
Shown as Figure 2. 

 
Figure 2: The changes map in each index to model. 

The simulation results of the analysis of the figure: 
(1) Adding a degree of inherent constraints 

will bring the improving of the quality of 
collaboration. However, when the alliance members 
to a certain amount of time, the quality of 
collaboration will deteriorate. The ability to adapt to 
each other also will be bad. 

(2) Internal constraints may not necessarily 
bring about the extension of time collaboration. As 
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members of the co-ordinated, but to a certain extent, 
increasing of the number of members will cut down 
the collaboration time. 
By validated, it can illustrate the feasibility of this 
model. This model can provide some reference value 
of information to the government in the extent of the 
emergency task decomposition. 

4.3 Significance 

Mainly reflected in two aspects: 
(1) Some person from emergency 

management department of government and 
dynamic alliance of logistics are in charge of 
discussing to achieve the initial values of variable. 
Next to simulation, it can be given the optimal 
extent of decomposition. Then informed of the 
operational status of the future trend of alliance, it 
can help the government have more in-depth grasp 
of the dynamic alliance of logistics. 

(2) When the emergency of task 
decomposition cannot be changed, it can design a set 
of strategies of different intensity adjustment 
programs and put it simulate together with the 
current of initial value from logistics alliance. This 
has been a different result set. From these results, 
select a few good according to the logistics alliance 
needs and the strategic adjustment of the 
corresponding intensity is the best solution. It can 
provide a basis for strategic adjustment in 
emergency management for government. 

5 CONCLUSIONS 

This text used the method of system dynamics to 
construct modeling and simulation studies in task 
decomposition of dynamic alliance of logistics in the 
supply chain of emergency. Based on analysis of the 
key elements of the task decomposition of causality 
in dynamic alliance of logistics, it established a 
causal flow diagram and system dynamics model. 
And furthermore, it used random data to achieve the 
simulation in EXCEL. As can be conclude from the 
simulation results, the design of the model can 
express the causal relationship between the key 
factors of the task decomposition in emergency 
logistics effectively. The conclusion is in line with 
the operation of conventional dynamic alliance of 
logistics. 
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Abstract: The paper proposes an efficient technique for detecting a negotiation strategy used by an opponent during
the encounter. It is based on simple transforms that transform the series of offers into a series of values
determining the shape of the observed concession curve. It allows for detecting whether the partner is using a
time-dependent tactic and what is the specific tactic through determination of the beta parameter used on the
side of the negotiation partner. Such information can be further used in choosing a negotiation strategy that
can cope with a particular type of the opponent behaviour, and thus improving the negotiation outcomes.

1 INTRODUCTION

Negotiation is process of exchanging offers and
counter-offers between parties with conflicting inter-
ests that aims at finding a solution satisfying the inter-
ests of parties taking part in this interaction (Jennings
et al., 2001). There are variety of approaches of learn-
ing and reasoning during the negotiation process.

Zeng and Sycara (Zeng and Sycara, 1996) pro-
pose a learning approach based on Bayesian updat-
ing of beliefs about the environment and negotiation
partner. Li and Tesauro (Li and Tesauro, 2003) pro-
posed an approach based on approximate optimiza-
tion of expected utility using depth-limited combi-
natorial search and Bayesian updating. The work
of Hindriks and Tykhonov (Hindriks and Tykhonov,
2008) proposes to employ Bayesian learning to learn
the preference of the negotiation partner assuming
a very specific form of the preferences. However,
such approaches focus on learning the preferences’
structure but not the negotiation strategy. Oliveira
and Rocha (Oliveira and Rocha, 2000) propose a
framework for multi-issue negotiation between agents
where the bid formation is supported by reinforce-
ment learning. This approach is used for both learn-
ing from previous interaction and learning from the
current encounter.

Work by Nastase (Nastase, 2006) presents a con-
cession curve analysis which is used to predict the ne-
gotiation outcomes based on the features of the conc-

cession curve. Our approach is suitable for automated
negotiation and aims at extracting just one parame-
ter describing the shape of concession curve and its
nature is different from the nature of parameters ex-
ctracted in the work of Nastase that are suitable in the
analysis of negotiations conducted by humans.

Works such as (Oliver, 1997)(Matos et al.,
1998)(Gerding and Somefun, 2006) employ evolu-
tionary computing to determine the optimal profile
of negotiation strategies. The works by Hou (Hou,
2004) Ren and Zhang (Ren and Zhang, 2007) and the
work (Brzostowski, 2007) propose to predict the con-
cession curve using regression analysis. In this work
we propose simpler method of prediction based on
concession curve transforms which is computation-
ally very cheap. The proposed approach overcomes
the problem of wrong estimation of parameters en-
countered sometimes by regression analysis, and it
gives high level of certainty that the time-dependent
tactic is used when it is actually used.

The paper is structured as follows. In the sec-
ond section we recall the concept of decision func-
tions. The third section presents the transforms used
to transform the series of partner’s offers that is fur-
ther used to determine the parameter corresponding
to the shape of concession curve. The fourth section
presents an evaluating experiment allowing for vali-
dation of the proposed technique. The fifth section
presents conclusions.
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2 DECISION FUNCTIONS

In this work we will consider the acceptance region
in a form of interval containing real numbers. Mul-
tiple attributes will be consider in further work. The
negotiation agent can use a decision function for gen-
erating offers that it is going to propose. The deci-
sion function is a function mapping a time point into
the value of offer. The time point corresponds to the
current negotiation moment. The decision function
may be dependent on different types of parameters
and values. Among them there can be negotiation
deadline, the borders of acceptance range and other
formal descriptions of agent preferences. There are
variety of ways of implementing negotiation strategy
in a form of decision function. Faratin (Faratin et al.,
1998) proposed different types of tactics which can be
used to generate negotiation behaviour. Three types
of tactics were proposed in his approach, namely: the
time-dependent tactics, the behaviour-dependent tac-
tics and resource-dependent tactics. This three types
of tactics are called pure tactics. In this work we are
only interested in the prediction of time-dependent
tactic.

The objective of an agent is to reach an agree-
ment with the negotiation partner in the time range
[0; tmax] (tmax - deadline). The tactic allows for gen-
eration of offer in each time point of this range. If
before proposing the offer x an agent receives from
the counterpart an offer y exceeding the value of x (in
terms of utility value) then the agent accepts y. The
time-dependent tactic is constructed in such a way
that during the whole encounter an agent will concede
up to the reservation value when it meets deadline. If
an agent a using that type of tactic wants to propose
an offer xt

a!b for the issue j at time t (0 � t � tmax)
then that offer can be generated in the following way
(Faratin et al., 1998):

xt
b!a[ j] =�

mina
j +aa

j(t)(maxa
j�mina

j) if Ua
j is decreasing

mina
j +(1�aa

j(t))(maxa
j�mina

j) if Ua
j is increasing

where mina
j and maxa

j are the boundaries of the ac-
ceptance range of the issue j of the agent a. The
function aa

j(t) is a function defined over time giving
values in the interval [0;1] (0 � aa

j(t) � 1) that can
be further rescaled to fit the space in which the agent
is conceding. Faratin (Faratin et al., 1998) proposed
two families of functions used to implement the time-
dependent tactic, namely, polynomial and exponential
as follows:

� Polynomial: aa
j(t) = ka

j +(1� ka
j )(

min(t;ta
max)

ta
max

)
1
b

� Exponential: aa
j(t) = e

(1�min(t;tatmax)
tamax

)blnka
j

where ka
j is the initial concession of agent a and b

specifies the way of conceding (shape of concession
curve).

3 TIME-DEPENDENT TACTICS
TRANSFORMS

Let us consider a function transform of the following
form:

F1
b
( f )(x) =

Log( f (x)� f (0)
f (te)� f (0) )

Log(x)�Log(te)
(1)

where te 2 (0;x). We will prove that this transform
can transform the polynomial decision function into
very simple function which is constant and equals to
b value.
Theorem 1. Let the function f be defined in the form
of polynomial decision function:

f (t) = mina
j +(ka

j +(1�ka
j )(

min(t; ta
max)

ta
max

)
1
b )(maxa

j�mina
j)

The transform F1
b

transforms the function f into con-

stant function which equals 1
b

for all values of the do-
main (x 2 [0; ta

max]).

Proof. f (0) = mina
j +ka

j (maxa
j�mina

j)

F1
b
( f )(x) =

Log(
(1�ka

j )(
min(x;tamax)

tamax
)

1
b )(maxa

j �mina
j )

(1�ka
j )(

min(te ;tamax)
tamax

)
1
b )(maxa

j �mina
j )
)

Log(x)�Log(te)
=

=

Log(
( min(x;tamax)

tamax
)

1
b )

( min(te ;tamax)
tamax

)
1
b )
)

Log(x)�Log(te)

We make a simplifying assumption that x does not
exceed ta

max, then:

F1
b
( f )(x) =

1
b

Log( x
te )

Log(x)�Log(te)

=
1
b

Let us now consider a transform of the following
form:

F2
b
( f )(x) =

x¶ f (x)� f (0)
¶x

f (x)� f (0)
(2)

we will prove that this transform acts similarly to the
transform F1

b
.

Theorem 2. Let the function f be defined in the form
of polynomial decision function:
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f (t) = mina
j +(ka

j +(1�ka
j )(

min(t; ta
max)

ta
max

)
1
b )(maxa

j�mina
j)

The transform F2
b

transforms the function f into con-

stant function which equals 1
b

for all values of the do-
main (x 2 [0; ta

max]).

Proof.

F2
b
( f )(x) =

x
¶(1�ka

j )(
min(x;tamax)

tamax
)

1
b

¶x

(1� ka
j )(

min(x;ta
max)

ta
max

)
1
b

Let us further assume that x 2 [0; ta
max] then

F2
b
( f )(x) =

1
b

x
ta
max

( x
ta
max

)
1
b
�1

( x
ta
max

)
1
b

=
1
b

As we have shown in the case of time-dependent
tactic there exist transforms that allow to determine
the value of b parameter when the agent is using
time-dependent tactic generated with the use of poly-
nomial decision function. However, the transforms
work for continuous functions. Therefore, we form
linearly interpolated function g(x) from the conces-
sion curve and then we transform the obtained func-
tion into functions h1 and h2 using two transformation
methods. In the next step we sample the transforms in
hypothetical points densly selected from the domain
of transforms. The obtained series h1

i and h2
i are aver-

aged to approxiamate the value of b and the standard
deviations for series are computed. The deviations are
used to determine the level of certainty that the poly-
nomial decision function was used by the predicted
partner.

4 EVALUATING EXPERIMENT

We run 25 negotiations for different values of b pa-
rameters for both parties using the polynomial deci-
sion function. For a fixed value of deadline (common
for both parties), aspiration levels and reservation val-
ues we run negotiations for differing values of b pa-
rameter (five possible values for both parties). We set
up the experiment in the following way: For the first
party (party a with one issue):

mina = 15 maxa = 25 ta
max = 20

For the second party (party b with one issue):

minb = 10 maxa = 20 tb
max = 20

As shown in the Table 1 the estimations of the value

Table 1: The values of b estimated from the view point of
the first party for the second party using the mean value of
series h1

i .
1
b
(a) 0.1 0.5 1 2 10

1
b
(b)

0.1 0.0986 0.0996 0.0997 0.0998 0.0998
0.5 0.4990 0.4993 0.4994 0.4995 0.4995
1 1 1 1 1 1
2 2.004 2.003 2.003 2.003 2.002

10 10.1274 10.1274 10.1274 10.1159 10.1159

Table 2: The values of standard deviations for series h1
i for

different negotiation scenarios analogous to the first Table.
1
b
(a) 0.1 0.5 1 2 10

1
b
(b)

0.1 0.0006 0.0005 0.0004 0.0003 0.0003
0.2 0.0014 0.0012 0.0011 0.0010 0.0009
1 0 0 0 0 0
5 0.0088 0.0086 0.0083 0.0081 0.0079
10 0.311 0.311 0.311 0.307 0.307

b parameter determined with the transform approach
are quite precise. This means that it is possible to
determine the strategy that agent b used using sim-
ple method of sequence of offers transformations.
The next Table (2) presents the standard deviations
(namely how the estimated value of b deviates from
the mean value of b over the negotiation scenario).
For all b values the standard deviations are close to
zero. Low standard deviations means that we have
high degree of confidence that the estimated values
of b are close to the actual values of b. One excep-
tion is the value of b equal to 10 where the standard
deviation is around 0:311. Therefore, the certainty
that the b value 10 was used is lower. The reason for
lower certainty in this case is the shape of concession
curve which is quite flat up to the solving negotiation
round. The Table 3 presents the estimations of b

value for the second type of transform in analogous
way as the first Table. As we can see the results are
similar; the estimations are close to the actual value of
b used by the counterpart. However, as we can see in

Table 3: The values of b estimated from the view point of
the first party for the second party using the mean value of
series h2

i .
1
b
(a) 0.1 0.5 1 2 10

1
b
(b)

0.1 0.0996 0.0995 0.0995 0.0996 0.0999
0.5 0.4987 0.4988 0.4989 0.4989 0.49986
1 1 1 1 1 1
2 2.0082 2.0080 2.0078 2.0073 1.9919
10 10.2397 10.2397 10.2397 9.97882 9.97882

An�Efficient�Technique�for�Detecting�Time-dependent�Tactics�in�Agent�Negotiations

307



Table 4: The values of standard deviations for series h2
i for

different negotiation scenarios analogous to the third Table.
1
b
(a) 0.1 0.5 1 2 10

1
b
(b)

0.1 0.0094 0.0054 0.0045 0.0040 0.0038
0.2 0.0152 0.01266 0.01179 0.0110 0.0107
1 0 0 0 0 0
2 0.0093 0.0906 0.880 0.0858 0.09393
10 4.6394 4.6394 4.6394 4.6499 4.6499

Table 5: The values of estimated b parameters by the use
of nonlinear regression analysis.

1
b
(a) 0.1 0.5 1 2 10

1
b
(b)

0.1 0.388 0.0297 0.0331 0.3524 0.03727
0.2 0.4987 0.4989 0.4990 0.4991 0.4992
1 1 1 1 1 1
2 2 2 2 2 2
10 10 10 10 10 10

Table 4 the standard deviations for the b value equal
to 10 are quite high (around 4:6394). Similarly, as in
the case of first transform the reason for that is the
flatness of the concession curve generated using the b

value equal to 10.
As we can see in the Table 5 the values of b es-

timated with the use of non-linear regression anal-
ysis are very precise except for small values of 1

b
.

The reason for this is that the regression algorithm
gets stucked in the local minimum while estimating
b value. That may happen for sharp values of b pa-
rameters such as 0:1 That is were the method based
on transforms outperforms the regression-based ap-
proach. Low number of data causes the regression al-
gorithm to obtain wrong estimations. As we can see in
Table 6 the values of estimated variance are very close
to 0 for all estimated values of b which means the re-
sult of regression analysis may be quite misleading
when the algorithm gets stucked in local minimum.
Such a result is obtained in the first row (when esti-
mating the value 0:1). The value of estimated vari-
ance indicates how certain we are that the polyno-
mial time-dependent tactic was used. The method

Table 6: The values of estimated variance (approximations)
obtained by the regression algorithm when estimating the
values of b.

1
b
(a) 0.1 0.5 1 2 10

1
b
(b)

0.1 0 0.000158 0.000252 0.000311 0.000377
0.2 0 0 0 0 0
1 0 0 0 0 0
2 0 0 0 0 0

10 0 0 0 0 0

based on transforms manages to estimate the value of
b quite precisely even if the certainty (standard devi-
ation) that the polynomial time-dependent tactic was
used is not very high.

5 CONCLUSIONS

We proposed a novel approach for detecting the time-
dependent tactic used by the negotiation partner. We
use simple transforms to transform the series of of-
fers into a series of values indicating what value of b

parameter is used on the side of the negotiation part-
ner. Using this method we are able to determine if the
partner is using time-dependent tactics. Moreover, we
are able to determine the b parameter used by partner.
Such an approach may be further used to choose a ne-
gotiation strategy that can cope with a particular type
of behaviour.
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Abstract: This paper presents a fuzzy methodology for classification of Old Slavic Cyrillic handwritten characters. 
The main idea is that the most discriminative features are extracted from the outer character segments 
defined by intersections. Prototype classes are formed using fuzzy aggregation techniques applied over the 
fuzzy rules that constitute the descriptions of the characters. Recognition methods use features like number 
and position of spots in outer segments, compactness, symmetry, beams and columns to assign a pattern to a 
prototype class. The accuracy and precision of the fuzzy classifier are evaluated experimentally. This fuzzy 
recognition system is applicable to a large collection of Old Church Slavic Cyrillic manuscripts. 

1 INTRODUCTION 

Recognition of handwritten characters has been a 
subject of intensive research in the last 20 years 
(Arica and Yarman-Vural, 2001); (Vinciarelli, 
2002). Different approaches for developing 
handwritten character recognition systems are 
proposed, like Fuzzy Logic (Malaviya and Peters, 
2000); (Ranawana et al., 2004), Neural Networks 
(Zhang, 2000) and Genetic Algorithms (Kim and 
Kim, 2000). 

This paper describes a character recognition 
system developed for digitalization of a large Old 
Cyrillic manuscripts collection found in Macedonian 
churches and monasteries. This process cannot be 
performed using the existing computer software due 
to the specific properties of Old Slavic characters.  

A novel classification methodology based on the 
fuzzy descriptions of characters is proposed. 
Number and position of spots, beams and columns 
that appear in the outer segments of the topological 
character map are considered as significant features. 
This character recognition system is applicable to a 
large historical collection of manuscripts that 
originate from various periods and locations. The 
manuscripts used for church liturgical purposes are 
unaffected by style changes. They are written in 
Constitutional Script. This Script looks like printed 

text, where character contour lines can be easily 
extracted. 

2 CHARACTER ANALYSIS AND 
FEATURE EXTRACTION  

Manuscripts are converted to black and white 
bitmaps. The first step of processing is extracting the 
characters using contour following function (Fig. 1). 
Visual prototype of a normalized character is 
analyzed to determine character features and their 
membership functions. Several features are 
examined, such as compactness, x-y symmetry, 
presence of beams and columns in three horizontal 
and vertical segments and number of spots in outer 
segments.  

According to visual features, the characters of 
the Church Slavic alphabet can be grouped in 
several subsets. There is a subset whose members 
are Г, В and Б that have emphasized vertical lines on 
the left-side or left column. Another subset contains 
characters such as П and Ш that have a right-side 
and left-side column. The third subset consists of 
characters like П, Г and Б that have noticeable 
horizontal line in the upper segment (upper beam). 
The fourth subset consisting of characters as Ш and 
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q has horizontal line in the bottom segment (bottom 
beam). 

 
Figure 1: Extracting a character contour. 

These features are illustrated in Fig. 2. Particular 
character can be а member of several of these 
subsets. 

 
Figure 2: Vertical lines and horizontal lines of characters. 

The character can be intersected in such a way 
that 6 segments are formed. Four outer segments 
provide useful information for the proposed 
character recognition system (Fig. 3).  

 
Figure 3: Intersections of the characters that form the 
upper, down, left and right segments. 

Visual prototype of a character is formed 
applying fuzzy intersection and fuzzy union 
operators over a set of character samples (Fig. 4).  

 

 

a) Fuzzy Intersection b) Fuzzy Union 

Figure 4: a) Fuzzy intersection and b) fuzzy union. 

3 FUZZY CLASSIFIER  

Fuzzy classifier for Church Slavic characters is 
based on character prototypes created in the form of 
fuzzy linguistic rules. Fuzziness emerges from the 
fact that texts are written by individuals with 
different ways of writing and manuscripts originate 

from different historical periods characterized with 
certain styles of writing. 

3.1 Operators for Fuzzy Aggregation 

The precision of the character recognition system to 
a certain extent depends on the proper selection of 
features. This is done by calculating the overall 
measure for the features applying the fuzzy 
aggregation techniques. The general fuzzy 
membership function ீߤ that combines the fuzzy 
information (ߤଵ, ,ଶߤ … ,  ே) for the character featuresߤ
can be represented as: ீߤ = ,ଵߤ)݃݃ܣ ,ଶߤ … , ே) (1)ߤ

where Agg is a fuzzy aggregation operator. 
This approach uses operators defined by Yager 

(Yager, 1990) for the union and for the calculation 
of weighted median aggregation.  

Let w1, w2, …,wN  represent weights associated 
with fuzzy sets A1, A2, …, AN. Yager defines the 
union using the following formula: 

U(aଵ, aଶ, … , a) = min൞1, ൭(a୧)
୧ୀଵ ൱ଵൢ (2)

where α is a real non-zero number and the value that 
can be obtained as a result of the union ranges 
between 1 and min	(aଵ, aଶ, … , a).  

The weighted median aggregation is defined by 
the following formula (Malaviya and Peters, 1995): 

Med(aଵ, … , a,wଵ, … ,w) = ൭(w୧a୧)
୧ୀଵ ൱ଵ (3)

where ∑ ݓ = 1ேୀଵ  and α is a real non-zero number 
with values between max(ܽଵ, ܽଶ, … , ܽே) and  min	(ܽଵ, ܽଶ, … , ܽே). 
3.2 Fuzzy Descriptions of Characters 

The Church Slavic character recognition system 
operates in two working regimes: building the 
prototypes and character recognition. The first 
regime creates a matrix of combined characteristics. 
Using this matrix, fuzzy rules are generated in the 
form of linguistic descriptions of the characters.  

The rules contain only the features that are 
relevant for the character classification and 
identification. For example, the character “В“ is 
described by the following combination of features: 
two vertical holes, x symmetry, left column, one 
spot in the left segment, one spot in the upper 
segment, two spots in the right segment, and one 
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spot in the lower segment. In the fuzzy description 
of this character less significant features are upper 
beam and lower beam.  

Let the number of significant features for the 
particular character is S and the number of segments 
is C. The importance of every feature in the 
aggregation process is represented by a certain 
weight. The input values in the system are the 
features of the character segments for which the 
fuzzy values are calculated.  

Generally, the input matrix with the character 
features has dimension C x G, where G is the total 
number of features that can be of structural nature 
(symmetry, compactness, number of spots) or to 
denote position: I = ൛iୡหc = [1, C], g = [1, G]} (4)

From the elements of the above matrix, a	K୨ matrix 
with dimensions p x C can be formed for each 
segment, where p is a number of significant features 
for the segment and j = 1,… , C; 		p ≤ G. K୨ = ൛kത୮భ୨, kത୮మ୨, … , kത୮ి୨ൟ (5)

Using the weighted median aggregation operator, the 
feature vector for a particular character is calculated μ୨ = Med(aଵ, … , a,wଵ, … ,w) (6)

Then, using the union operator, the most significant 
features from the list of features obtained in the 
previous step, are selected: μ୮ = min ቄ1, (μ୮୨)ቅ (7)

Weight matrices implicitly represent fuzzy rules that 
describe the character prototypes. The weights are 
obtained by statistical calculations from the training 
samples. The number of appearances of a particular 
feature is measured for every character. Higher 
frequency of a feature decreases its recognition 
importance. Smaller weights are assigned to more 
frequent and hence less important features.  

Weight matrices are used to reduce the number 
of features that are considered for each character. 
Different features are considered at each step in the 
recognition phase and character prototypes that 
possess these features are activated. Finally, only the 
most similar character prototype is winner. 

4 CHARACTER RECOGNITION 

Procedure for character recognition consists of 
several steps: 1. Determining the membership 

functions for the global features of the unknown 
symbol. 2. Calculating the membership functions of 
an unknown symbol for all the prototypes according 
to formula: ߤ = ∑ .ݓ ܥୀଵߤ 			݊ = 1, . . ܰ (8)

3. Selecting the possible prototypes that are most 
similar to the unknown character, following the 
formula: 

ߤ =ራߤ	ே
ୀଵ  (9)

The result of the classification process is a list of 
prototypes that have the most similar features with 
the features of the unknown character. 

5 EXPERIMENTAL RESULTS 

Several experiments are performed to test the 
performance of the proposed fuzzy classifier. Table 
1 shows the recall and the precision measures for 
each character. Recall (R) is computed as a fraction 
of the number of retrieved correct characters divided 
by the total number of relevant characters:  ܴ = ܶܲ/(ܶܲ + (10) (ܰܨ

Precision (P) is computed as a fraction of the 
number of retrieved correct characters, divided with 
the number of retrieved characters: ܲ = ܶܲ/(ܶܲ + (11) (ܲܨ

In formulas (10) and (11), the TP (True Positive) is 
the number of correctly predicted examples, FP 
(False Positive) is the number of negative examples 
wrongly predicted as positive, and FN (False 
Negative) is the number of positive examples 
wrongly predicted as negative. The sum of precision 
and recall i.e. F1 metric is computed as  1ܨ = 2ܴܲ/(ܴ + ܲ) (12)

The proposed fuzzy classifier recognizes the 
characters with an average recall of 0.69, average 
precision of 0.72 and an overall average measure of 
precision and recall F1 of 0.70.  

6 CONCLUSIONS 

In this paper a novel methodology for recognition of 
Old Slavic Cyrillic handwritten characters based on 
fuzzy prototypes is described. Fuzzy descriptions of 
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the characters are represented as fuzzy rules. Fuzzy 
aggregation techniques are used to combine different 
character features, such as number and position of 
spots in outer segments, compactness, symmetry, 
beams and columns. 

Table 1: Precision and recall of the fuzzy classifier. 

 Number of characters recall precision 

Aa 10 0.4 1 
b 7 0.67 0.67 
v 6 0.83 1 
g 10 1 0.58 
d 12 0.75 0.56 
e 7 0.43 1 
/ 5 0.4 1 
\ 6 0.67 0.36 
z 4 0.25 0.5 
J 12 0.83 1 
i 5 0.4 1 
k 1 1 o.5 
l 10 0.9 0.75 
m 4 0.25 1 
n 11 1 0.73 
o 8 1 0.61 
p 4 0.5 0.67 
r 5 0.2 1 
s 9 0.89 0.73 
t 7 1 0.78 
U 4 0.75 1 
f 7 1 0.87 
H 6 0.67 0.8 
h 9 0.28 0.67 
w 5 0 0 
] 7 1 1 
c 11 0.91 0.58 
; 10 0.8 0.89 
[ 7 0.86 0.75 
q 14 0.86 0.63 
Q 9 0.67 0.67 
2 9 1 0.9 
` 5 0.2 1 
1 1 1 1 
5 2 1 0.67 
3 5 0 0 
u 3 1 0.43 

Total 257 0.69 0.72 
 
Higher weights are assigned to features that are 

more discriminative. For example, three spots 

right/left/up or down and two holes are the most 
indicative for the recognition process.  

The accuracy and precision of the proposed 
fuzzy classifier are acceptable and motivational for 
future work and improvement.  

Presented experimental results of this visual 
methodology are comparable to the recognition of 
the human visual system. Characters that are 
misclassified are also unrecognizable for the 
humans. Besides the fuzzy classifier a decision tree 
classifier is designed. The recognition results of the 
two classifiers are comparable. Both classifiers use 
the same set of discriminative features. 

For future work a combination of these two 
classifiers is planned to achieve more accurate and 
precise recognition of the Old Slavic Cyrillic 
characters. 
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Abstract: The problem of developing of multi-agent models of stability in market prices of petroleum products is 
presented. The problem of price stabilization occurs due to external factors: the result of sudden changes of 
crude oil on world markets or exchange rate changes. In addition the market price dynamics is also 
influenced by internal factors such tacit collusion sellers. Shown the theoretical possibility to reduce of 
asymmetry in prices through the use stabilization fund of petroleum products, which the public body can use 
at the moment when there is a of price jump through the sale of petroleum products by stable prices. 

1 INTRODUCTION 

The behavior of fuel prices has a global impact on 
the whole economy of a particular country. Increases 
in fuel prices automatically lead to higher prices of 
commodities with high demand and transportation 
services. The result is the decrease in purchasing 
power and reduction in profitability of companies, 
especially those with energy-intensive production. 

The expenses for petroleum products are 
involved in the consumer market prices; 
transportation costs also affect the prices of all 
goods of consumer market.  

This question is particularly important in 
emerging economies, especially in such countries as 
Ukraine, where practically immediate reaction of all 
industries to changing prices occurs. This factor 
affects not only the economy, but also the social 
situation of the general public and political processes 
in it. 

The modern market of oil products in Ukraine is 
characterized by the large number of economic 
entities, acting alone or co-operating, in conditions 
dissimilar to classical equilibrium markets. In this 
market the main sources of equilibrium disturbance 
are external factors, primarily world prices of crude 
oil and exchange rates. Due to  non-stationarity of 
these factors and cooperative actions of market 
agents, prices of petroleum products, including retail 
gasoline prices, are changing daily. 

Retail gasoline prices in Ukraine depend on 
many factors; the main ones are the national 

currency fluctuations, changes in world oil prices, 
the activities of oil producing and refining 
companies, oil traders, government policy etc. Thus, 
the problem of finding the mechanism for stabilizing 
oil prices arises. The ways of price stabilization – 
from direct administrative methods to the market-
based approaches – have long been known. This 
paper deals with the mechanism for smoothing oil 
price shocks through targeted interventions of oil 
products, provided by the state, in moments of 
disturbance in fuel prices threatening to destabilize 
the market. 

2 RELATED WORKS 

The intensive research of price dynamics in the oil 
market as well as research of multi-agent approach 
to modeling price competition in oligopolistic 
markets was held over the last 20 years. The 
asymmetry of prices for petroleum markets in 
different countries was studied in (Bacon, 1991), 
(Borenstein et al., 1992); (Matt Lewis, 2003), 
(Veremenko and Galchinsky, 2010); (García, 2010). 

In (Kephart et al., 2000); (Tsvesovat and Carley, 
2002); (Happenstall et al., 2004); (Levin et al., 
2009); (Ramezani et al., 2011) the possibilities and 
properties of applying multi-agent approach to 
modeling the competition in oligopolistic markets 
were explored. 
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3 MODEL 

In oligopolistic markets, the decisions of each firm 
don’t only affect their own profit but also the profit 
of their competitors. Therefore, firms react to the 
actions of their competitors and in every decision the 
companies consider not only the direct impact on 
their income, but also the reaction effects of 
competitors. This so-called oligopolistic 
interdependence lays the foundation in modeling the 
market behavior as a multi-agent system. There are 
several reasons for choosing the multi-agent 
approach, although the game theory was about to be 
chosen as the theoretical basis. However, for games 
with more than two players the results of the game 
theory approach are far from building a constructive 
design scheme. Even in games with no coalitions 
there is no exact algorithm for finding equilibrium in 
general, because it is very difficult to consider the 
real constraints on the strategy of all players 
analytically. For coalition games claim the existence 
of equilibrium was not even proven, so we will find 
the solution of the problem in another way, with the 
agent modeling method.  

Let us determine the following factors in the 
model: 
- Consumer - a vehicle with the driver. It is 
characterized by the type of fuel being used and fuel 
tanks capacity, the use of fuel per 100 km, the 
frequency and range of travel, the propensity to 
traveling and saving money.  
- Gas Station - a gas station that provides services 
to consumers and the companies, which buy fuel for 
their vehicles. It is characterized by the volume of 
containers for storage, type of fuel, its availability, 
and geographical location. 
- Refinery station, which is characterized by type 
of fuel it produces, volumes of containers for 
storage, fuel prices. 
- Country is an agent that displays activity of the 
state and sets a number of rules for the market 
functioning and import-export operations. 
- Trader is a mediator between refineries and gas 
stations. Sells fuel in bulk, making transportation to 
the appropriate object. Characterized by means of 
transportation and storage facilities for fuel. 
The environment also holds information about the 
concentration and location of agents in the country, 
the transport grid, grid with railroad connections. 

Each agent has its own program behavior based 
on finite-state machines, which describes its 
condition and the conditions of transition from one 
state to another. 

Each agent can communicate with any other 
agent through the messaging mechanism. Thus the 
«consumer», that is within visibility range of certain 
agent of a «station» will be able to receive notice of 
the price on its fuel. Similarly «station» agents will 
be able to receive data available in the region traders 
and their prices. Also, each agent has a specific set 
of actions with which he manipulates the state of the 
environment. For example, for the «consumer» 
agents they are: go (move around the environment), 
refuel and wait. In case of failure of any agent to act 
in the market (the agent goes bankrupt) he is 
removed from the model. Similarly, agents may also 
enter the model. Inputs for the model are: 

{ }SLOCPNPZM ,,,, , 

where 
m
tPZ - For purchases of fuel by network S in t 

time; 
mPN - The original retail price of network m; 

m
kLOC - The location of station k of network m; 

jiS , - Number of consumers of fuel in the square 
with coordinates (i,j); 
M - The number of retail networks; 
The main mechanism for the distribution of fuel 
consumed is the function of demand, taking into 
account not only for a particular network, but also 
the maximum possible demand. 
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The model of agents’ behavior relies on rule-based 
algorithm, proposed in [1]. Variables and logical 
conditions were added in the implemented algorithm 
to model collusion between the agents. The 
collusion is valid until significant changes happen in 
the agent’s input parameters. 
In account of this it is possible to make an algorithm 
for the agent: 
1. Set the price specified in the preceding period 
2. Collect data for neighbors 
3. Get prices for fuel 
4. Get on the environment of consumers for the 
current period 
5. Determine the cost of 1 liter fuel, taking the fixed 
costs into account 
6. Forecast fuel demand, given the cost of fuel, the 
current price and the price of neighboring agents to 
forecast demand for fuel 
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7. Check messages from neighboring agents for 
available collusion suggestions. 
8. Decide on pricing, using a set of rules. 
9. Put the price set in the next period. 
The printed form should be completed and signed by 
one author on behalf of all the other authors, and 
sent on to the secretariat either by normal mail, e-
mail or fax. 

4 MARKET SIMULATION 

The basis of the algorithm is the set of rules for 
changing prices, which also contains rules for 
checking the usefulness of the collusion. The main 

indicator, appearing in the rules is 

1
in t

1

1
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i i
n

j j
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lP
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=

=
∑

∑
, 

where ip  is price of  agent i in the neighborhood, 

and il  is the distance between this agent and the i-th 
agent.  

The numerical constants for price change rates 
were determined basing on real data in the studied 
region and on the characteristics of prices 
asymmetry. For this purpose the initial values based 
on expert judgments were taken and then specified 
through minimizing the residual function with the 
help of Nelder-Mead method on a set of historical 
data in Kyiv region for the period 2010-2011. 

 
Figure 1: The class diagram in UML notation. 

The diagram of classes shows, that the main 
class which provides the entire program is the class 
TSim. It is a kind of the experimental abstraction, 
and it includes instances of the agent model classes. 
Agent model is represented by two classes: MAzsAg 
and MEnvironment. According to the paradigm of 
agent modeling, MAzsAg is a software agent which 
can receive messages, react to the environment 
changes and interact with other agents through the 

environment. MEnvironment class is the agents’ 
environment which provides their identification, 
messaging and performs a mechanism for interaction 
between agents and between agent and environment. 

5 EXPERIMENTAL RESULTS 

Since the agent-based model relies on the interaction 
between retailing petroleum products networks, it is 
firstly needed to consider the opportunity for the 
state to intervene in the retail market in order to 
prevent collusions between the agents. Thus, the 
state petroleum retail network can be considered as 
such regulator. Taking into account, that the 
oligopolists have significant market shares, the state-
owned market share, sufficient for the desired effect 
on the market, must be determined. 
 

 
Figure 2: Dependence of the length of the return prices to 
normal levels of the market share of the state regulator. 

As you can see, the effect is noticeable when the 
market share exceeds 15-20%. Further increase in 
market share slightly increases this effect. In respect 
that that the cost of a public network can be quite 
high (the cost of building a gas station is estimated 
at 0.5 million.), the regulator may be too expensive. 
Analysts estimate the total costs could reach up to $2 
billion. These costs are currently estimated as too 
high in order to implement. 

Due to the fact that it is difficult to enact the 
above-mentioned type of controller, government can 
bring such regulator to the wholesale market. Given 
that during the jump in prices some retailers do not 
have enough fuel, the state can sell their stocks to 
reduce the effects of the shock. Thus, signing 
contracts with the network stations and having their 
margin on the sale of petroleum products restricted, 
is a way to indirectly affect the price situation in the 
market. 
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Figure 3: The behavior of the gasoline prices with 
regulation and without. 

So the state can enter the wholesale market with 
stabilization reserve during the prices’ jumps and 
sell fuel under contracts to station networks, which 
have demand for fuel. The need for profitability of 
such fund should be taken into account. To evaluate 
the effectiveness of control, the scheme, rearranged 
in Figure 3, can be used. The comparison of price 
without regulator and with the presence of the 
regulator clearly indicates the effect of stabilization. 

6 CONCLUSIONS 

The results indicate that basing on the proposed 
multi-agent model, the implementation of the 
regulator, which can effectively reduce the level of 
asymmetry in oil prices, is possible in principle. The 
state agency, acting not administratively, but 
through market-based control methods, might play a 
role of such regulator. Further research in this area 
should be aimed at clarifying the mechanism of 
influence on prices by the state regulator. 
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Abstract: Traffic phenomena are characterized by complexity and uncertainty, hence require sophisticated 
information management to identify patterns relevant to safety and reliability. Traffic information systems 
have emerged with the aim to ease traffic congestion and improve road safety. However, assessment of 
traffic safety and congestion requires significant amount of data which in most cases is not available. This 
work illustrates an approach that aims to alleviate this problem through the integration of two mature 
technologies namely, simulation-based Dynamic Traffic Assignment (DTA) and Bayesian Networks (BN). 
The former generates traffic flow data, utilised by a BN model that quantifies accident risk. Traffic flow 
data is used to assess the accident risk index per road section and hence, escape from the limitation of 
traditional approaches that use only accident frequencies to quantify accident risk. The development of the 
BN model combines historical accident records obtained from the Cyprus police and domain knowledge 
from road safety. 

1 INTRODUCTION 

Road safety constitutes a problem of paramount 
importance worldwide (Bartley, 2008). To deal with 
this problem, intelligent transportation systems (ITS) 
have emerged. ITS are also used in the following 
areas: congestion control, mobility enhancement, 
delivering environmental benefits, and boosting 
productivity and expanding economic and 
employment growth. The work presented herein 
describes a novel approach and tool for assessing the 
accident risk index of road networks. This 
prerequisites the assessment of accident risk. 
According to (Zheng, 2009), accident risk models 
are divided into two categories: social risk models, 
that measure probabilistic (frequentist) collective 
damage, and individual risk models, that measure 
probabilistic (frequentist) individual damage. These 
are categorized into aggregate and disaggregate 
methods. The former, use global statistics and the 
former specific events (Bartley 2008). However, 
predicting accident risk requires not only 
frequencies of crashes per road section but also 
traffic flow data. However, in most cases traffic flow 
and accident data cannot be found together. To that 

end authorities perform safety analysis using only 
crash data which is an approximate approach to 
accident risk estimation. This paper aims to address 
this problem through the development of a novel 
Intelligent Traffic Information System (ITIS) that 
leverages the capabilities of two mature 
methodologies namely simulation-based Dynamic 
Traffic Assignment (DTA) embedded in the VISTA 
simulator (Ziliaskopoulos et al., 1996) and Bayesian 
Belief Networks (BN). The former is widely used in 
transportation planning and operations to predict 
drivers’ decisions (where and when to travel on the 
road network), and in work was used to estimate 
traffic flow conditions for each road section. The 
latter is a powerful uncertainty modelling technique 
used for the quantification of accident risk under 
varying conditions. 

The paper is organised as follows. Next section 
describes the methodology. Subsequent sections 
concentrate on data pre-processing and BN model 
development. The integration of VISTA with the BN 
along with the results that emerge from the 
amalgamation of the two technologies in an ITS, is 
described next. The paper finishes with conclusions. 
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2 METHODOLOGY 

The Road Safety Assessor, ITS system proposed 
herein is the amalgamation of probabilistic risk 
assessment with a mesoscopic traffic simulation, 
namely VISTA. The need for this integration boils 
down to the limitations of traditional traffic 
information systems that mainly concentrate of data 
warehousing. The methodology proposed utilises 
data marts to generate projections of future system 
behaviour. To that end, intelligent information 
management techniques are employed to distil 
knowledge used to develop models that enable the 
prospective system behaviour. The two models that 
emerged from this process are the accident risk 
assessment model and the traffic simulation model. 
The accident risk assessment employed is causality-
based and uses BN. In BN each node is used to 
represent a random variable that has been identified 
to have a causal influence on accident risk. Each 
directed edge represents an immediate dependence 
or direct influence between parent and child 
variables (Jensen, 2001). Evidence is entered in the 
model through instantiation of leaf node on the 
model. Inference is achieved by belief propagation 
through the models topology. BN technology is used 
to model how traffic and infrastructural factors 
influence accident risk. The second component of 
the approach is a road traffic simulator based on 
DTA. The DTA model is used in VISTA through the 
Dynamic User Equilibrium (DUE) model (Peeta et 
al., 2000). The use of DTA model enhances the 
limitations of existing practices by providing a 
consistent way of producing estimates of traffic flow 
conditions of road networks using limited 
information from traffic flow detectors. Moreover, it 
produces timely and complete traffic volume 
estimates for all sections of a road network and 
hence, can be used to assess accident risk using time 
varying conditions. The integration of BN with 
VISTA in the proposed traffic information system 
enables the dynamic assessment of accident risk 
using simulated traffic conditions and prior 
knowledge embedded in the BN. A pilot study 
conducted with the system aimed to assess the safety 
performance of the Nicosia road network in Cyprus 
and to investigate how it will behave under different 
scenarios. 

Initially the road traffic model of Nicosia was 
specified, implemented, verified and validated in 
VISTA. Models in VISTA are represented by nodes 
connected by unidirectional links that represent flow 
of traffic in one direction. It is possible to have more 
than one link between two nodes to indicate separate 

lanes and lane direction. The completed VISTA 
simulation model was integrated with an accident 
risk assessor implemented in Java. The simulator 
provided the risk assessor with the traffic volumes of 
all road sections of the network for every 15 min 
interval. Traffic volumes along with infrastructural 
properties of the network were used by the BN to 
assess accident risk on a simulation step basis. For 
the development of the BN topology and the 
parameterization of its prior knowledge, historical 
road accident data were utilized. 

3 ARCHITECTURE OF THE ITS 

The Road Safety Assessor tool emerged from the 
integration of VISTA with BN technologies.  The 
main components of the tool are: the BN engine, the 
accident risk assessor, the VISTA simulator, the data 
pre-processor that incorporates the scenario 
generator, the results analyzer and the visualizer. 
The tool was developed using a component-based 
software engineering methodology. With the initial 
specification of the system requirements captured, 
we proceeded in the identification of suitable 
software components that matched the initial system 
requirements. These components were subsequently 
integrated to implement parts of the system’s 
functionality. In particular the Bayesian inference 
engine and the visualization components were 
selected after thorough investigation. The glue-code 
that enabled components integration was 
implemented in Java. The risk assessor quantifies 
accident risk using a Bayesian inference engine that 
utilizes the probabilistic model of accident risks. 
Input to the BN assessor is categorized into static 
and dynamic. The former is obtained from the 
VISTA database and the latter is the output of the 
VISTA simulation.  

Input to the accident risk assessor is organized in 
the form of scenarios. An input scenario to the BN 
assessor is defined by the static and dynamic 
properties of each road section. Static information is 
obtained from the VISTA database and in 
combination with the dynamic input from the 
simulator. This provides the baseline for generating 
a number of plausible test scenario variations for 
each road section. Generated scenarios are executed 
by the risk assessor to quantify the probability of 
accident. The scenario generator is responsible for 
generating plausible scenario variations to stress-test 
the safety performance of each road section. The 
visualizer processes the results and depicts these to 
the user graphically. Input scenarios are executed by 
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the BN model. Each scenario evidence is propagated 
down the BN topology to produce the posterior 
probability of accident risk per scenario.  

The integration of the VISTA with the BN model 
was realized through asynchronous data interchange. 
To establish communication between VISTA and 
the risk assessor it was imperative to pre-process 
VISTA’s output data prior to being utilized by the 
BN in the risk assessor. Specifically, VISTA 
variables are continuous by nature, hence, had to be 
converted into categorical/discrete to be processed 
by the BN model, since it uses only discrete nodes. 
Hence, it was necessary to discretize the output from 
VISTA prior to instantiating the BN model. For the 
discretization process it was necessary to refer to 
domain experts that specified the cut-off values for 
each variable. Specifically, for traffic volume three 
states were defined, namely, low, average and high. 
The first corresponding to less than 100 vehicles per 
15 time interval, the second to less than 350 and the 
last to greater than 350.  

4 BN MODEL DEVELOPMENT 

Development of BNs requires the specification of 
the topology and the conditional probability tables. 
To that end historical accident records were obtained 
from the traffic safety department of the Cyprus 
Police. Preliminary compilation of the data was 
performed with the SPSS statistical package to 
reduce the dimensionality of the data. The accident 
dataset covered all accidents occurred in the Nicosia 
area from 2002 until 2008 and comprised over 9000 
records. Each record consisted of 43 (six continuous 
and 37 categorical) input parameters covering 
global, local, temporal, accident, driver and car 
characteristics collected at the site of the accident by 
the police officers, eye witnesses and the involved 
parties. Each record was associated with a single 
categorical output parameter pertaining to accident 
severity, namely light, severe and fatal, as evaluated 
by the police officer at the site of the accident. 

However, for the development of the BN model 
topology it was imperative to enhance the dataset 
with additional information regarding the traffic 
conditions of each accident record from VISTA 
simulation. Therefore each accident record was 
mapped on a geospatial GIS platform and 
subsequently import on VISTA to obtain the 
dynamic information of each accident location at 
different time intervals. This yielded an enhanced 
dataset of accident records. 

 
 
 
 
 
 
 
 
 
 
 
 

 

 
Figure 1: Data inferred BN topology at execution time. 

A preliminary analysis of the dataset provided a 
generic indication of the influence of each variable 
to road accident risk. Data pre-processing was 
performed in two steps (a) replacement of missing 
and erroneous parameter values by the mean value, 
and (b) grouping related values of multi-valued 
categorical parameters so as to have a manageable 
number of states per parameter. Next, to reduce the 
dimensionality of the dataset, Principal Component 
Analysis (PCA) was used. This helped to identify 
the core variables of the model. Results from the 
dimensionality reduction using PCA, yielded 19 
variables for the BN topology. The topology 
depicted in Figure 1, was learned from processed 
dataset using the Expectation Maximisation 
algorithm (Jensen, 2001). Figure 1 also shows an 
instantiation of the BN model in Hugin researcher 
tool. The developed ITS utilises the Hugin engine 
using its API. Each variable in this figure is 
accompanied by a monitor window that shows its 
states. The input evidence is showed as a solid bar in 
the monitor window of each variable. Collectively 
all variable instantiations correspond to one scenario 
variation that is provided by the scenario generator 
component of the tool that uses input from VISTA. 
In each scenario variation variables that are not 
instantiated using input from VISTA is varied 
systematically to produce additional scenario 
permutations that instantiates the BN model. 

To estimate the accuracy of the developed BN 
model, validation was performed using the accident 
dataset obtained from the police. The dataset was 
utilised to identify locations on the network with 
high accident frequency. These are the networks 
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black spots. These points were used to validate the 
model after it was implemented. Specifically, a 
subset of the accident dataset was used to validate 
the system. Black-spots that were identified using 
the dataset, were used to test the BN accuracy under 
varying conditions of traffic flow data. 

5 RESULTS 

Results from the accident risk assessor were used to 
calculate the accident risk index (ARI) of each road 
section. BN scenarios for each road segment were 
labeled accident prone if the BN accident risk 
probability was above a pre-specified threshold 
value. BN scenarios that fell below the threshold 
value were ignored. Scenarios were defined on the 
fly by the scenario generator component. Each 
segment is evaluated against scenarios that describe 
traffic condition at different time intervals and driver 
profiles. To assess the ARI it was imperative to 
normalize the number of accidents that were 
predicted by the BN with the traffic volume per time 
interval, for each road section. To that end, the 
developed system uses a systematic approach that 
utilizes the traffic volume estimates from the VISTA 
simulation and the accidents predicted using the BN 
risk assessor. Traffic volume acts as a normalizing 
factor for the number of accidents predicted using 
the BN risk assessor. In this study, the ARI is 
defined as: 
 

Accident Risk Index (ARI) = Number of 
accidents predicted by the BN/estimated 
traffic flow rate per time period of the day, 
from DTA 

 

ARI results gave rise to road sections that inherently 
have safety issues. These are the network's black 
spots. An illustration of the preliminary results 
produced by the method is depicted in Figure 2. This 
figure illustrates a subset of the results and indicates 
that sections with IDs, 3, 21 and 47 have the highest 
ARI. 

6 CONCLUSIONS 

The ITS system described herein illustrates a novel 
approach to quantifying road safety using 
probabilistic inference expressed in causal 
relationships between factors leading to accidents 
with DTA simulation. The method escapes from the 
problem of traffic data shortage through the use of 
DTA simulation. VISTA provides complete traffic 

volume data estimates for all road sections of the 
network on a 24 hour basis. This constitutes 
advancement over existing methods that base their 
analysis on limited data obtained from a scarce 
number of traffic sensors on the network.  

 
Figure 2: All road section with their ARI values (Y axis). 
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Abstract: Communication is a complicated task while executing utility relocation projects in developed city. The main 
reason behind this is the number of stakeholders involved. This research tries to identify and classify the 
stakeholders during the utility relocation projects through interviews with the experts, questionnaire and 
clustering approach. First, 25 stakeholders and the 6 attributes, Power, Profit, Influence, Impact, 
Legitimacy, and Urgency are identified from interviews with the experienced engineers. The questionnaire 
is then developed based on the 6 attributes. The k-prototypes approach is adopted to analyze the results of 
the questionnaires and classify these stakeholders. The project managers can customize their communication 
techniques or choose suitable timing to involve the stakeholders with similar characteristics for each group 
in order to promote communication efficiency, and reach the anticipated objective. 

1 INTRODUCTION 

Many researches have discussed stakeholders 
management, analysis or mapping in recent years 
(Smith et al., 2004; Bourne, 2005; Newcombe, 2010; 
Jeffrey et al., 2010; Jing et al., 2011; etc.). All of 
these researches emphasize that the stakeholders’ 
management influences the success of a project. 
Construction projects are full of uncertainties and 
risks because of the on-site condition, especially 
when the construction project includes the relocation 
of utility lines. Most of the utilities are buried 
underground in Taipei, Taiwan, which entail the 
water system, electricity, gas, sewage and so on, and 
they each under a different jurisdiction with different 
specialization. Communication among the different 
stakeholders is complex and difficult. For this 
reason, recognizing the stakeholders in utility 
relocation project to improve communication among 
them and ensure project success is the objective of 
this research. This research tries to identify the 
stakeholders and their attributes during the utility 
relocation projects through interviews with the 
experts. The attributes become the basis for the 
questionnaires. The k-prototypes approach is then 
applied to analyze the results of the questionnaires 
and classify the stakeholders during utility 
relocation.  

2 STAKEHOLDERS 

The concept of stakeholders was first raised by 
Freeman in 1984. Freeman defines the stakeholder 
as any group or individual who can affect or is 
affected by the achievement of the organization's 
objectives (Freeman, 1984). According to “A Guide 
to the Project Management Body of Knowledge” 
(PMI, 2008), project managers spend the majority of 
their time communicating with team members and 
other project stakeholders, whether they are internal 
or external to the organization. PMI (2008) also 
states that project stakeholders are individuals and 
organizations that are actively involved in the 
project or whose interests may be affected as a result 
of project execution or project completion.  

2.1 Stakeholders Recognition 

Taipei is a fully developed city in Taiwan with 
crowded population. Most of the infrastructures, 
such as the electricity system, and gas utilities were 
built decades ago. Thus, when a property owner 
wants to build new infrastructure, communication 
becomes a major issue for utility relocation. This 
research will analyze the stakeholders during utility 
relocation of the MRT (Mass Rapid Transit) 
construction project, a classic example for utility 
relocation in Taiwan. Generally, utilities involved in 
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such project include Street Light, Sewage System, 
Water System, Gas, Electricity, Telecommunication, 
Signalization, Military Information and Storm 
Drainage. Many jurisdictions and agencies are 
involved. Different types of utilities also require 
different expertise. This research utilizes the 
engineers’ practical experiences to identify 25 
stakeholders during the utility relocation project. 
Table 1 shows how Taiwanese engineers typically 
categorize the stakeholders:  

Table 1: Stakeholders’ classification using practical 
experiences. 

Group 1 - Cable Pipeline Units 
1 Taipower Power Supply Station  
2 Taipower District Office       
3 Chunghwa Telecom District Office      
4 The Parks and Street Lights Office, Taipei City 

Government        
5 Traffic Engineering Office, Taipei City 

Government   
6 Network Transmission Squad of the Signal Group, 

Army Corps  
7 Fixed Line Companies      
8 Telecommunication Companies       
9 Cable Companies    

Group 2 - Fluid Pipeline Units 
1 Storm Drainage Section of the Hydraulic 

Engineering Office, Public Works Department, 
Taipei City Government    

2 Sewage Systems Office, Public Works Department, 
Taipei City Government       

3 Engineering Division, Taipei Water Department     
4 Taipei City Fire Department 
5 Natural Gas Companies    

Group 3 - Client 
1 Client (Department of Rapid Transit Department, 

TCG)       
Group 4 - Contractors 

1 Material Suppliers  
2 Utility Contractors  
Group 5 - Elected Representative & Law Enforcement 
1 Local Traffic Police      
2 Local Police     
3 Local Borough Office        
4 Local Representatives and Council Members 

Group 6 - User 
1 Local Community Management Center 
2 Local Financial Sector   
3 Local Businesses      
4 Local Residents      

 

2.2 Stakeholders Classification 

Ronald (1997) identified 3 attributes: Power, 
Legitimacy, and Urgency and use them to classify 
the stakeholders into 7 groups – Dormant, 
Discretionary, Demanding, Dominant, Dangerous, 
Dependent, and Definitive. In his research, Power 
means the ability of those who possess power to 
bring about the outcomes they desire (Salancik and 
Pfeifer, 1974). Legitimacy is a generalized 
perception or assumption that the actions of an entity 
are desirable, proper, or appropriate within some 
socially constructed system of norms, values, 
beliefs, and definitions (Suchman, 1995). Ronald 
argued that Urgency is based on the time sensitivity 
and the criticality, so they define urgency as the 
degree to which stakeholder claims call for 
immediate attention (Ronald, 1997). Newcombe 
(2003) included the property developer, British Rail, 
design practice, insurance company, general public, 
contractor, users, and local authority as the key 
stakeholders in the Swindon redevelopment project. 
He applied the power/predictability matrix and the 
power/interest matrix to classify the stakeholders 
and analyze the stakeholders’ influence. Bourne 
(2005) used the Stakeholder Circle methodology to 
classify and prioritize stakeholders, develop 
strategies and monitor effectiveness. Different from 
the above mentioned researches which used 
qualitative method or analysis software to classify 
the stakeholders, this research tries to classify the 
stakeholders by using the quantitative attributes or 
characteristics of stakeholders. 

3 METHODOLOGY 

This research identifies the stakeholders of utility 
relocation projects through interviews with the 
experts. 25 stakeholders are first identified from the 
interviews, and then 7 attributes, Power, Interest, 
Influence, Impact, Legitimacy, Urgency, and 
Public/Private sector are adopted to set up the 
questionnaires. The 6 former attributes are numeric 
data type. Power, Legitimacy, and Urgency are 
defined in section 2.2. Interest refers to the 
stakeholders’ level or concern regarding the project 
outcomes. Influence is the stakeholders’ active 
involvement in the project. Impact means the 
stakeholders’ ability to affect changes to the 
project’s planning or execution (PMI, 2008). The 
last data is categorical data type, which represents 
whether the stakeholders belong to the public or 
private sector. Because the k-prototypes approach 
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can be applied toward mixed data type, it is adopted 
in this research to analyze the results of the 
questionnaires and classify the stakeholders during 
utility relocation. 

3.1 Questionnaire 

The questionnaire is designed to get the attribute 
value for each stakeholder. The questionnaire 
assigns a seven-point Likert scale for the 6 attributes 
of each of the 25 stakeholders, which will be 
discussed later on. The “7” in the scale means the 
highest, “6” means higher, “5” means high, “4” 
means average, “3” means low, “2” means lower, 
and “1” means the lowest. In order to achieve 
objectivity and professional result, the members 
need to have utility relocation related experience. In 
addition, the recipients of the questionnaires are 
from both public and private sectors, for example, 
Department of Rapid Transit Systems, Sewage 
Systems Office, Chunghwa Telecom, Water 
Department, gas companies, contractors and so on. 
There are 37 participants for this questionnaire, 
including engineering staff or officials who have 
participated in utility relocation related projects, 
among which 14 has over 20 years of experience, 13 
with 10 to 20 years of experience, 5 with 5 to 10 
years, and 5 with 1 to 5 years. 

3.2 K-prototypes Algorithm 

The clustering algorithms have numerous scientific 
and practical applications, such as in artificial 
intelligence, pattern recognition, and medical 
research. In general, it can be divided into various 
categories based upon their principles and 
algorithms. The traditional clustering methods 
include the following: 1) Partitioning methods; 2) 
Hierarchical methods; 3) Density-based methods; 
and 4) Grid-based methods. The k-prototypes 
algorithm is a type of Partitioning methods proposed 
by Huang (1998). This algorithm provides a 
straightforward approach to integrate the k-means 
and k-modes algorithms to cluster mixed-data-type 
objects. The objective function is defined as follows: 
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where W is an n×k partition matrix, Q = {Q1, Q2, … , 
Qk} is a set of objects in the same object domain, 
where 1 ≤ l ≤ k. Let X = {X1, X2, …, Xn} be a set of n 
objects. Object Xi is represented as [xi,1, xi,2,…, xi,m], 
where 1 ≤ i ≤ n, 1 ≤ j ≤ m. Equation (2) is the 
squared Euclidean distance measure of the numeric 
attributes and Equation (3) is the simple matching 
dissimilarity measure of the categorical attributes. 
The weightγ  is used to maintain a balance between 
both data types. Interested readers are encouraged to 
refer to Huang’s paper for details on this algorithm 
(Huang, 1998). 

4 ANALYSIS RESULT AND 
DISCUSSION 

This research used the questionnaires to assign 
values to stakeholders’ 6 attributes with the addition 
of whether the stakeholders are from public or 
private sector, and the k-prototypes approach to 
analyze the stakeholders. Based on Roland’s 
classification result (Ronald, 1997), this research 
uses 7 as the initial number of groups. The numbers 
of each group is shown in Figure 1. Only 1 
stakeholder (local community management center) is 
classified under Group 1, so the researchers consider 
that most of its attribute values are close to the 
means of Group 6, it means the characteristics of 
local community management center are similar to 
those of Group 6, so it was combined with Group 6 
into the new Group.  

After the adjustment, table 2 shows the means of 
each attribute in each group. Group 1 now includes 
the Storm Drainage Section of Hydraulic 
Engineering Office of Public Works Department and 
Sewage Systems Office in Taipei City Government, 
Sewage Systems Office of Public Works 
Department in Taipei City Government, and client 
(Department of Rapid Transit Department, TCG). 
Group 2 includes the Parks and Street Lights Office 
and Traffic Engineering Office of Taipei City 
Government, Network Transmission Squad of the 
Army Corps Signal Group, and Taipei City Fire 
Department. Group 3 includes Taipower Power 
Supply Station, Taipower District Offices, 
Chunghwa Telecom District Offices, Engineering 
Division of Taipei Water Department, and natural 
gas companies. Group 4 includes the fixed line 
companies, telecommunication companies, cable 
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companies, and utility subcontractors. Group 5 
includes local traffic police, local police stations, 
local borough offices, and local representatives and 
council members. Finally, Group 6 includes material 
suppliers, local financial sector, local businesses, 
local residents, and local community management 
center. The classification results indicates that Group 
3 has the highest values in power, profit, influence, 
legitimacy, and urgency while Group 1 has the 
second highest values in power, profit, influence, 
legitimacy, urgency, and the highest value in impact. 
Project managers need to pay more attention to the 
stakeholders within these 2 groups.  

 
Figure 1: The numbers of each group (Before adjustment). 

Table 2: The means of attribute in each group. 

1 2 3 4 5 6 

Power 5.4234 4.7432 5.4541  4.7365  4.0676 3.6270 
Interest 5.0180 4.5203 5.3568  4.8378  3.9662 4.3946 

Influence 4.9459 4.6149 5.7027  4.5203  3.9122 3.8865 
Impact 5.4955 4.1081 5.3459  4.1554  3.6149 3.6865 

Legitimacy 5.3604 4.9730 5.4703  4.4122  3.6014 3.4865 
Urgency 5.0090 4.8108 6.0595  4.5203  3.1081 3.3297 

5 CONCLUSIONS 

This research utilized questionnaire and k-prototypes 
clustering approaches to classify the stakeholders for 
utility relocation projects. Comparing with the 
traditional classification method, which depends on 
the engineers’ subjective opinions, this method 
proposed objective and quantitative classification. 
The authors first interviewed experienced engineers 
to identify a list of 25 stakeholders, who are then 
classified into 6 groups. Stakeholders in each group 
are with similar characteristics. According to this 
information, project managers can plan for 
communication accordingly. For example, the 
project team can seek advices from the group with 

the highest attribute values early in the processes. In 
conclusion, project managers/team can customize 
their communication strategy for each group. 
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Abstract: Assessment and choice of software solution belong of the most difficult tasks facing business and IT experts.
Multiple criteria decision methods can help in making that kind of a decision. However most of the methods is
based on the assumption of criteria independence which is rarely fulfilled in practice. We applied the Analytic
Network Process (ANP) as an aid for a choice of software solution and compare its results with the Analytic
Hierarchy Process (AHP) method which is more often used in such a task.

1 INTRODUCTION

Under the pressure of rapid development of infor-
mation and communication technologies (ICT) and
the growing importance of information systems in
business, the organizations often face the problem
of matching the available ICT to business needs.
A choice and successful implementation of the ver-
satile ICT system is a serious challenge for an or-
ganization. Such a project lasts a long time, needs
substantial investment and re-organization of most of
the business procedures. A complete ICT system is
a compound structure with many specialized com-
ponents and an exchange of information between its
components.

The aim of our work was to develop the effective
decision aid for an assessment and choice of ICT solu-
tion characterized by a wide range of attributes by ap-
plying the Analytic Network Process (ANP) method
for ranking the decision alternatives. The ANP seems
to be more suitable then the other methods as it has
the ability to handle the complicated decision model
with many criteria and dependencies among them.

The article is structured as follows. Sec. 2 defines
a research problem, Sec. 3 presents the ANP method.
Sec. 4 contains the model of Business Intelligence
(BI) systems assessment. Sec. 5 concludes the article.

2 THE PROBLEM OF CHOOSING
THE ICT SYSTEM

Selecting a specific software is a stage of the whole
decision process, where requirements formulated in
the sphere of business and ICT meet together. Man-
agers want the software to give them the greatest pos-
sible business opportunities and focus mainly on the
software functionalities, while the ICT professionals
have to take into account many technological limita-
tions, existing and legacy systems, the possibility of
performing additional tasks (administration, support
and safety) and many others.

Selecting a software for the large-scale systems is
a strategic decision because it determines the operat-
ing environment for a long time and bounds an orga-
nization to a particular vendor. It can be implemented
in different ways (Woitsch et al., 2009). The most
common approaches to that task can be described as
heuristic approach as they are based on knowledge
of experts involved in the process of software assess-
ment. Hence, a quality of the decisions depends pri-
marily on a quality of knowledge and an experience
of experts. Yet, the serious difficulty encumber the
heuristic procedure in practice. It is evoked by the
enormous quantity of information that have to be pro-
cessed on the way to final decision. ICT is a highly
compound system of several components with many
various sub-elements that are characterized by a large
number of qualitative and quantitative features.

Risk of making the wrong choice is high because
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of the variety of offers, the high cost of software
implementation that excludes rapid changes of en-
vironment, very long time needed for software de-
ployments and because of technological and hardware
linkages established during the project. All these risks
can be reduced by a precise projection of business
needs and technological constraints during the proce-
dure of software selecting. Unfortunately, the desired
properties of the system are often dependent on each
other and they create a net rather then a simple hierar-
chy. So, it is necessary to use a method that gives the
possibility of more than just a simple imposition of a
set of weights.

Some number of formal methods that support
software selection has been reported. The authors
of Computer Science Technical Report mentioned,
among others, 4 papers that use the linear weighted at-
tribute method (simple additive weighting) (Fritz and
Carter, 1994). The other similar multiple criteria de-
cision methods, like SMART (Valiris et al., 2005) or
ELECTRE II (Stamelos et al., 2000), also have been
tested. Lai et al. report the results of a case study
where the AHP method was employed to support the
selection of multimedia authoring system (Lai et al.,
2002). Selecting the best software product among the
alternatives for each module in the development of
modular software systems has also been done with the
aid of AHP (Jung and Choi, 1999).

All methods mentioned above base on an assump-
tion that the criteria, considered in the evaluation of
alternatives, are independent. Yet, the ICT system
is compounded from the interfering modules and it
leads to some dependencies between criteria. Use of
a method that can involve dependencies in the ana-
lyzed system may substantially improve the results.

Wu proposed a hybrid model that combines the
Decision Making Trial and Evaluation Laboratory
(DEMATEL) with the ANP and the zero-one goal
programming (ZOGP) to get an effective solution
that considers both financial and non-financial factors
(Wu, 2008). Recently, ANP has been used to select
most suitable simulation software (Ayağ, Zeki, 2011)
and ERP system (Wieszała et al., 2011).

Almost all of the publications cited above con-
cern the assessment of single, specialized software or
consider (Wu, 2008) the series of the mutually non-
excluded IT projects. Our evaluation deals with more
complex implementation of a whole, multi-modular
ITC system in an enterprise when only one alterna-
tive is to be selected.

3 THE ANALYTIC NETWORK
PROCESS

The Analytic Network Process (ANP) (Saaty, 2005)
is defined as a multiple criteria method that derives
priority scales of absolute numbers from individual
judgments. The numbers come out from the pair-
wise comparisons of elements of the studied system.
One provides the judgment by answering two kinds of
questions: ’Which of the two elements is more dom-
inant with respect to a criterion?’ or ’Which of the
two elements influences the third element more with
respect to a criterion?’

The ANP procedure can be summarized in the fol-
lowing steps:

1. Set up: a) the control criterion representing the
decision problem, b) the main groups of crite-
ria (named components or clusters) characterizing
the decision problem, c) the criteria that belong
to each cluster, d) the decision alternatives, e) the
relations between elements of the decision model
(criteria and alternatives).

2. Make all pairwise comparisons for relations in the
model using the two kinds of questions mentioned
above.

3. Perform the following operations: a) calculate pri-
ority vectors for supermatrix and cluster matrix,
b) build the unweighted supermatrix, c) weight
the unweighted supermatrix with the cluster ma-
trix, d) calculate the limit supermatrix.

4. Read out the overall priorities for alternatives
from the limit supermatrix. Discuss the results.
If needed, make the suitable modifications of the
model and repeat the procedure.

All steps besides Step 3, are the tasks that need to
be made by people engaged in the decision process
(decision maker(s) and/or analyst). Step 3 has a com-
putational character and can be automatized with a
suitable software (in this work, like in many others,
the specialized software ”Superdecisions” has been
used). The short description of the operations of Step
3 is presented below.

A priority vector is derived from paired compar-
isons matrix by normalizing its columns and taking
the geometric mean form rows (in the same way as
in the AHP). Let’s assume that we need to compare
p elements of the model with respect to some control
criterion. So, the pairwise comparison matrix C will
be the square matrix of size p� p. Saaty (Saaty, 2005)
suggests to use the following scale to translate the ver-
bal comparisons (easier to obtain from decision mak-
ers) into numbers: equal importance = 1; moderate
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importance = 3, strong importance = 5, very strong
importance = 7, extreme importance = 9. The even
numbers 2, 4, 6, 8 are used for an assessment lying
between the above main points of scale.

Each priority vector becomes a column of matrix
Wi j = [wkl ]ni�n j , where ni (n j) is a number of elements
in cluster i ( j). Let’s assume that there is a system of
N clusters. Then the supermatrix will be constructed
from N�N blocks, i.e. W = [Wi j]N�N . Wi j represents
the influence of the elements from cluster i on the el-
ements from cluster j. The supermatrix W represents
the influence priority of the element on the left of the
matrix on the element at the top of the matrix.

In the next step, the supermatrix is transformed
into a weighted supermatrix, i.e. to the matrix, whose
columns sums to unity. Initially the supermatrix
columns are made up of several eigenvectors which,
in normalized form, sum to one and hence that col-
umn sums to the number of nonzero eigenvectors.
The weighted supermatrix can be obtained by weight-
ing the initial supermatrix with the cluster matrix. The
cluster matrix contains eigenvectors representing the
priorities of clusters with respect to the general con-
trol criterion (in most cases it will be a main objec-
tive).

In the end the limit matrix is derived by raising
the weighted matrix to an arbitrarily high power. This
procedure sums up the influences along paths of dif-
ferent length in the underlying network and deter-
mines the overall priorities.

4 THE ANP MODEL FOR BI
SYSTEM SELECTION

The need for analysis and evaluation of BI en-
vironments results from the fact that none of the
largest vendors of integrated analytical platforms of-
fers full functionality required in management prac-
tice of business or public organizations. Moreover, an
open source software often has functionality similar
to commercial tools or even enhances specific busi-
ness analytic modules. Flexibility and ease of adap-
tation to the particular needs are the advantages of an
open source software.

Our example follows and supplements BI environ-
ments evaluation presented in (Dudała et al., 2010).
The evaluation was conducted in five modules (ac-
cording to classical architecture of BI environments):
Database/Data Warehouse server, ETL tools, OLAP,
Data Mining and Reporting tools. In each module a
set of criteria was proposed. This modules take a role
of criteria clusters in the ANP model. They are com-
plemented by two other clusters: Main objective and

Alternatives. The structure of the model, generated
by Superdecisions software, is presented in fig. 1.

Figure 1: Clusters and their interrelations in the ANP
model.

The cluster numbering and priorities of criteria
clusters are as follows: 1. Alternatives; 2. Busi-
ness Intelligence Vendor (main objective); 3. Data
Base/Data warehouse server (0.042); 4. Data Mining
(0.193); 5. ETL (0.229); 6. OLAP (0.418); 7. Report-
ing server (0.116).

The limited space prevent us to present the com-
plete input data. Below, there are given only some
parts of the unweighted supermatrix. Table 1 contains
the example of criteria and their initial priorities.

Table 1: Criteria in cluster 6 OLAP.

No. Criterion Priority
61 Diff. data sources OLAP 0.139376
62 Graph. interf. OLAP 0.163747
63 Lic/fin cond. OLAP 0.162196
64 MDX language 0.139376
65 MS Office int. OLAP 0.139376
66 Security OLAP 0.127965
67 User supp. OLAP 0.127965

The priorities of alternatives with respect to the
selected criteria are presented in Tab. 2 (sample for
the cluster OLAP).

Table 2: Selected alternatives’ priorities with respect to cri-
teria from cluster 6 OLAP.

Alternative
Diff. data

sources OLAP
User supp.

OLAP
V1 0.084863 0.187670
V2 0.459105 0.187670
V3 0.154541 0.363056
V4 0.154541 0.199955
V5 0.146949 0.061648

A number of dependencies between criteria have
to be considered. They regard criteria belonging to
the same cluster and are represented by ’inner depen-
dence loops’ in fig. 1. The dependence of ’Lic/fin
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cond.’ on other criteria in cluster ’Performance’
on ’Scalability’, ’Paralell computing’ and in cluster
’OLAP’ is a good example (see Tab. 3).

Table 3: The dependence of ’Lic/fin cond.’ in cluster 6
OLAP.

No. Criterion Priority
62 Graph. interf. OLAP 0.113512
64 MDX language 0.539254
65 MS Office int. OLAP 0.244404
67 User supp. OLAP 0.102830

Calculations for the ANP and AHP models have
been done with Superdecisions software (ANP Team,
2012). Fig. 2 shows the final priorities of alternatives
given by ANP. For the sake of comparison the results
of AHP are also presented.

Figure 2: Final priorities of alternatives given by ANP and
AHP models.

As it can be seen at Fig 2, the assessment with
the ANP not only has changed the overall ranking but
also has differentiated vendors much more then AHP.
Hence, the ANP gives a better base for the final deci-
sion.

5 CONCLUSIONS

A software selection is a task that have to take into
account multiple, often interdependent factors. This
article shows how this task can be done with the ANP
method. In comparison with the other methods, ANP
allows better modeling of the needs of users as it al-
lows for the relationships between elements of the
modeled system. In fact, our example has demon-
strated that an inclusion of the interrelations among
factors may lead to different results in comparison
to methods with independence principle (represented
here by AHP).

We have built and solved the ANP model for an
extended problem of BI system selection, in which all

main modules has been considered: Data Base/Data
Warehouse Server, Data Mining, ETL, OLAP and Re-
porting Server. Each of these modules, in turn, con-
tained 7-14 criteria. Altogether the problem embod-
ied 49 criteria, and additionally there were some de-
pendencies between them. Inevitably, requiring the
hundreds of comparisons, the procedure became re-
ally labor intensive and high demanding. The only ex-
cuse of this inconvenience is that several hours spent
on pair-wise comparisons may be assumed as not so
high cost in comparison with the overall time and
money expense of such a big and important project.
This also suggests a potential direction of the future
study towards the methods with similar capabilities
but less laborious and less demanding.
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Abstract: The optimization of building processes for a power substation is based on the adopted configuration 
structure and includes a simulation of the methods for the mechanical, civil and electrical processes. Thus it 
is necessary to know the scope of the service area, the substation load and its connected transmission lines, 
the terrain topography, and the environmental impact, issues that will be only known after the choice of the 
area and the project details. The purpose of this work was to bring the foundations of a decision support 
system regarding the reduction of the structure weight and its concrete volume. A laboratory reduction 
model validated the work. 

1 INTRODUCTION 

For an electric utility, changes in legislation and 
the growth of energy use require the need for new 
tools and techniques, to achieve the highest level of 
quality of power supply to the consumer at the 
lowest cost and always preserving the environment. 
For this reason, the research carried out, combines 
mechanical civil and electrical engineering, and 
therefore makes use of different methodologies, 
depending on the area in which one seeks to 
optimize envisioning a decision support system 
(D’Ajuz, 1985). 

The main objectives of this research aimed to 
develop possible solutions for optimization of 
construction of substations and consisted of: 
1. Model and simulate the investigated metallic or 
composite structures by estimating their weights,  
aiming their reduction in the optimized Electrical 
System (ES). 
2. Shape the foundations of the pillars concerned to 
the investigated metal or composite structures in 
order to .reduce the concrete volume. 
3. Model, simulate and test the Electrical System on 
a reduced scale. 

2 METHODOLOGY 

2.1 Reducing the Weight Structure 

Studies were undertaken in order to minimize the 
weight of the structure with three different 
situations, from the most traditional to the most 
innovative on the market with technical 
characteristics that meet the preliminary optimized 
substation. Three structures were investigated: 
1. Lattice-like structures (traditionally used). 
2. Tubular structures (used in our proposal). 
3. Centrifuged Concrete Structures (steel and 
concrete). 
These structures must be sized appropriately in order 
to resist traction forces, self weight, weight of 
equipment and wind acting on them. 
For the calculations is necessary to know precisely 
the topography of the region adjacent to the land and 
own land for the construction, the angular 
distribution lines related to the substation, and the 
climatic characteristics of the region, especially in 
relation to the wind, which at this stage project are 
not yet defined. 

The computational tool (Bhati, 2005) used to 
model, simulate, analyze and estimate parameters in 
the three cases studied, was the Finite Element 
Method (FEM). 
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2.1.1 Lattice-like Structures 

Lattice Systems are those consisting of 
undeformable elements joined together by hinges, 
considered perfect, and subject only to loads applied 
to the joints or nodes. Thus the elements or bars are 
only subject to normal efforts, traction or 
compression. In the plane lattice, the set of 
construction elements, e.g. round bars, flat or angles, 
are interconnected under triangular form geometry, 
by pins, welding, rivets or bolts, designed to form a 
rigid structure in order to withstand only the normal 
efforts. Figure 1 shows part of the plant that was 
used for calculating the unilateral drift due to 
crosswind for a 138 kV Electrical Substation. 

 
Figure 1: Unilateral drift due to crosswind for a 138 kV 
SE. 

2.1.2 Tubular Structures 

Tubular profiles can have three different geometries: 
circular, rectangular and square. The geometry of 
these profiles is their main advantage, because its 
closed section allows a significant increase in 
resistance. Besides, the effective reduction of the 
foundations structure yields huge savings for these 
buildings, and shows good integration to the 
environment. 

The circular profiles provide a better distribution 
of stresses on the tube due to their geometry, in 
which all cross-sectional points are equidistant and 
therefore were investigated in our research. Figure 2 
shows the FEM used in the 138 kV ES having 

tubular structure. 

 

Figure 2: FEM modelling used for tubular structure. 

2.1.3 Centrifuged Concrete Structures 

The excellent visual integration with the urban 
environment, given the texture of the concrete and 
the elegance of the structure, allows the installation 
of centrifuged reinforced concrete in any area, 
minimizing the impact on the environment and 
landscape. Throughout this work simulations using 
FEM were performed indicating that the weight of 
the centrifuged reinforced concrete structure is much 
larger than that of the tubular steel and the same 
occurred with the lattice one. Consequently, the 
amount spent on concrete foundations using 
centrifuged concrete is much larger than the 
structures used in tubular steel and the same 
occurred with the lattice structure. Figure 3 shows a 
brief view of a 138 kV Electrical Substation   with 
centrifuged concrete.  

Tables I and II summarize some specifications, 
technical and economic characteristics and important 
peculiarities in these types of structures. 

Table 1: Structures operational characteristics. 

 

Table 2: Costs of the investigated structures. 

kV Class 
Structure Cost (US $) 

Lattice Tubular Centrifuged 
138 94935 54000 80556 
69 72214 26910 111112 

34.5 27559 10125 22223 
 

Aluminum bus φ 141,3 mm  Larger columns φ 141,3 mm 

Smaller columns 
φ 60.3mm 

Beams 
φ 73 mm 
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Figure 3: Centrifuged concrete structure for a 138 kV ES. 

As far as the cost is concerned, the tubular 
structure is also very attractive, as evidenced in 
Table 2. 

2.2 Simulation of the Concrete Volume 

Generally, the foundations of substations can be 
classified as shown in Table 3  

Table 3: Foundations of substations types. 

 
To accurately estimate the type and volume of 

concrete foundations it is basically required to know 
the loads to be transferred to the foundations of the 
investigated structures, and evaluate the reports of 
the land survey for the construction of the ES. It is 
undeniable that there is an inevitable link between 
the geological conditions and the design of the 
foundations (Groenewald, 2009). Mentioned below 
are some needs which must be fully met during the 
detailed design of the project. 
1. Definition of the loads to be transferred to 
foundations; 
2. Important developments in geomorphology; 
3. Geotechnical local site; 
4. Data on slopes and hillsides on the ground; 
5. Data on erosion, occurrence of soft soil on the 
surface; 
6. Need to make cuts and embankments on the 
ground; 
7. Compressibility and resistance in the survey; 
8. The level of groundwater; 
9. Executive feasibility; 

10. Economic viability. 
It can be seen, through simulation, that the tubular 
steel frame weighs less than 10% of the centrifuged 
concrete structure and less than 25% of the lattice 
structure, fact which would lead directly to its 
choice. The lighter the structure, the lower the 
concrete volume to be used, resulting in lower cost, 
as shown in Table 4.  

Table 4: Cost of concrete. 

 

2.3 Reduced Model Testing  

The choice of the reduction coefficient of the 
reduced model was based taking into account not 
only the physical limitations found in the Laboratory 
of Structures and Materials (LEM) at PUC-Rio, 
where tests were performed, but also the equipment 
and instrumentation required to the tests, which 
followed a high technical accuracy required in these 
experiments and available on the LEM. 

For the tests of the prototype scale model were 
considered reductions in the dimensions of the parts, 
taking into account the equivalence of physical 
resistance to the tubes easily available for purchase 
on the market. The height of the prototype is 
decisive for the calculation of the reduction 
coefficient under the penalty of exceeding the limits 
permitted in the laboratory tests, which led to the 
ratio of 1:6 (one to six). 

The calculations of the reduced model were 
based on the original study design. The values of the 
geometric properties of the prototype, such as 
length, width and height of the structure, and 
external diameter and wall thickness of tubular 
profiles were taken from the design of the 69 kV ES 
performed using the structural analysis program 
SAP2000. Figure 4 shows the model with the actual 
dimensions. 

All profiles are circular tubes with the following 
dimensions: 
Columns 
• - outside diameter of 219.1 mm and 12.7 mm 
thickness; 
• - crossbeams - outside diameter of 219.1 mm and 
12.7 mm thickness. 
Longitudinal Beams 
• - outside diameter of 101.6 mm and thickness 5.7 
mm. 
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As explained earlier, the reduced model was 
constructed using a reduction factor of 1:6. Figure 5 
shows a schematic drawing of the dimensions of the 
reduced model. 

 

Figure 4: Actual dimensions of the 69 kV ES in meters. 

 
Figure 5: Reduced Model Dimensions of the 69 kV ES 

3 CONCLUSIONS 

Under the specific viewpoint of optimization of 
power substations, object of this research, the 
obtained results seem very promising. For future 
work it is intended to give more depth to the tubular 
steel structures and their respective founding, 
simulating more cases using finite element software, 
in addition to those already made in this research. 

The test results of the reduced model indicate 
that the integrity of the structure was confirmed, 
considering the details of the boundary conditions of 
the investigated structures, loading and material, 
where there was no need for any reinforcement or 
modification of the original structure. 

Finally, it was found that the optimized SEs were 
actually efficient from the studied viewpoint. 
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Abstract: A petroleum exploration opportunity (EO) is defined as a mapped region with potential for possessing a 
sufficient petroleum accumulation that may justify an exploration project .This article proposes to build a 
predictive model that it is able to economically evaluate a petroleum exploration opportunity through data 
mining techniques. 

1 INTRODUCTION 

Although, in the last decades, it has been growing 
the search for alternative sources of energy, such as 
Alcohol, the consumption of petroleum derivatives 
keeps growing in Brazil as shown the analysis of the 
Ministry of Mines and Energy (MME) (Figure 1). 
 

 
Figure 1: Consumption of energy in Brazil by source - 
(Source: MME - 2011). 

Any geographic area with clues of petroleum is 
called Exploration Opportunity (EO). Given an EO, 
engineers evaluate the viability of an exploration 
project to confirm those expectations. Geological 
researches aim to identify necessary geological 
conditions, meanwhile economic studies focus on 
economic viability of the project. 

The modality of economic evaluation usually 
applied in these cases is Net Present Value (NPV) 
(Newendorp et al., 2009). NPV is based on cash 
flow and production curve. The evaluation task deals 

with uncertain information like oil price, oil quality 
and depth of the accumulation. 

The world success index in petroleum activity is 
about 20%, that is, 20 out of 100 exploration wells 
succeed in finding oil in quantity and quality 
sufficient to turn an EO into an Oil Field. Part of this 
low index is due to errors in economic evaluation. 

On the other hand, data mining techniques 
(Witten et al., 2011) are been used to learn models 
for depicting a dataset. In the literature, one can find 
examples of data mining application as in Healthcare 
(Canlas, 2009). 

This work argues that data mining techniques 
can be used to improve an economic evaluation of 
an EO. 

The article has the following structure. Section 2 
explains the purpose of an economic evaluation and 
how it is made. In Section 3 Data Mining techniques 
are reviewed. Section 4 presents our proposal. 
Section 5 describes the outcomes from our 
experiments applied over historical dataset provided 
by a petroleum company. Section 6 presents related 
works and, finally, Section 7 concludes with final 
observations. 

2 NET PRESENT VALUE (NPV) 

In the petroleum industry, people mostly use NPV to 
economically evaluate an EO. The first step to 
evaluate an opportunity is to elaborate an oil 
production curve, where a production estimate, year 
by year is reflected. 

The next step is to do the calculation of the cash 

334



 

flow related to that production curve. The cash flow 
represents the net return (revenue minus 
expenditure), year by year.  

After gathering all this information, it’s possible 
to calculate the NPV, that it is the sum of all cash 
flow discounted.  

As one can see, this methodology uses very 
conventional analytic approaches and applies a 
linear method to calculate the NPV. 

3 DATA MINING 

Data Mining (DM) is part of a bigger process called 
Knowledge Discovery in Databases (KDD) (Witten 
et al., 2011). Usually the terms KDD and Data 
Mining are used indiscriminately. However, DM is 
just a step in the KDD process. 

 
Figure 2: Knowledge discovery in database process. 

Figure 2 shows the sequence of steps in order to 
achieve new and useful Knowledge. First, 
techniques of pre-processing like cleaning, missing 
values treatment, detection of noise data and outliers 
are applied. It’s also in this step that continuous 
attributes are normalized and discretized if 
necessary. Normalization avoids that attributes with 
great ranges of values are deprecated over others and 
discretization aims to reduce the number of attribute 
values through the division in intervals. 

Next step is data mining, where machine learning 
(Mitchell, 1997) algorithms are applied to learn a 
model that reflects the dataset, expliciting hidden 
patterns. 

The learning of the model is called supervised 
whenever the example class is known and taken in 
consideration during the learning process. The 
learned model can be a classifier or a predictor 
depending on the type of the class variable.  

Finally, the learned model passes through a post-
processing step, where the interesting patterns are 
filtered, visually presented and interpreted. KDD is 
an iterative process. Therefore, one can return to 
previous step whenever necessary. The process is 
finished when knowledge is found. 

Due to the high degree of uncertainty involving 
the exploration activities, this work looked for a 
model able to represent this uncertainty. Bayesian 

Networks (Koller et al., 2009) is an example of such 
a model.  

3.1 Bayesian Network 

Bayesian Network (BN) is a model that combines 
Graph Theory and Probability Theory with strong 
theoretical basement. BN represents probability 
distributions in a concise manner and uses graphs to 
express dependences among domain variables 
(Koller et al., 2009). That is, BN is a directed acyclic 
graph where the nodes represent domain variables 
and the edges represent dependences between these 
variables. Each variable is associated to a 
Conditional Probability Distribution (CPD) that 
indicates the degree of influence among variables.  

With the knowledge modeled one can make 
some probability inferences. 

There are two kinds of inference algorithms: 
exact and approximate algorithms. The former are 
the most precise, but they consume much time and 
machine resources. Sometimes they are not 
appropriate when the BN has many variables and a 
complex network topology. The latter consumes 
fewer resources and sometimes is the only 
alternative to get the inference done. They do not 
present exact result, but are useful when the error 
rate is acceptable not compromising the result. 

Learning a BN means to build the graph 
representing the dependencies among the variables 
of the domain and the conditional probability 
distribution for each variable. A BN can be learned 
from a specialist. However, in domains with a lot of 
variables and complex dependences among them, 
this process can be costly and prone of errors. 
Therefore, it is interesting to use methods for 
learning a BN automatically from data. Examples of 
machine learning algorithms for learning BN are K2, 
Hill-Climbing (Koller et al., 2009) and Simulated 
Annealing. 

4 NPV CALCULATION AND 
BAYESIAN NETWORKS 

In this article, it’s proposed to use historical dataset 
for learning a model able to both predict the NPV 
and depict the exploration domain. Since, there is 
uncertainty concerning the analyses of an 
Exploration Opportunity the learned model is 
represented through a Bayesian Network. Therefore, 
the following methodology is used: (i) Elicit with 
specialists the relevant variables concerning 
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economic analysis of an EO, (ii) Gather historical 
data about these variables, (iii) Learn a BN using the 
collected data, (iv) Validate the learned BN with the 
specialists.  

The step (iii) consists of executing the KDD 
process described in Section 3. In the data mining 
step, it was used Bayesian algorithms to learn the 
BN. Any toolbox for data mining, as Weka (Seewald 
et al, 2010), can be used for this task. During the 
learning process validation metrics as Accuracy, 
Correlation Coefficient and ROC Curve (Witten et 
al, 2011) are used. Moreover, to avoid overfitting, 
Cross Validation is considered. Therefore, the BN 
can be used for predicting the NPV value of an EO. 

Besides the data analysis in step (iii), to verify if 
the model has good generalization, the step (iv) has 
the objective to validate the model with the 
specialists. In this evaluation it’s possible to verify if 
the final model describes in a concise way the 
domain in study. 

5 EXPERIMENTAL ANALYSES 

An Experimental Analyses was conducted using 
data from a petroleum company. After consulting 
the specialists, the relevant variables were defined 
(Table 1). And it was collected 700 examples. All 
variables are continuous-valued except Basin and 
Fluid were nominal. 

Table 1: Relevant variables to calculate NPV. 

Variable Description
Volume Estimate volume of oil (meter)
Water_Depth Depth of ocean (meter)
Profundity Depth of the EO (meter)
Oil_Quality Measure of the quality of oil (API)
Taxes Brazilian taxes over oil production
TMA Minimum attractive rate (return expected by the company)
Oil Price Price of the oil in the market (USD)
Fluid Type of fluid (oil or gas)
distance Distance from EO to shore (meter)
Basin Sedimentary Basin where is located the EO
Rock Variables
Area Area of rock that contains oil (Km2)
Thickness Thickness of the rock (meter)
Porosity Porosity of the rock (%)
Permeability Permeability of rock (mD)
Saturation Saturation of the rock (%)  

5.1 Pre-processing 

Some pre-processing techniques were performed. 
First, outliers were identified in the dataset. 
Algorithms based on quartile values were applied for 
this task. Next, normalization algorithms were 
applied to continuous attributes, converting the 
values to a range between zero and one [0;1]. 

Finally, all numeric attributes were discretized 
using bins with equal width. The number of bins was 
optimized for each attribute using a proper 
algorithm.  

5.2 Data Mining 

After the pre-processing step Data Mining was 
applied. Algorithm K2 was the learning algorithm 
used. One restriction imposed to the learning 
algorithms was to consider a maximum of 3 parents 
for each variable. The learned model presented an 
accuracy value of 70%. Another way of analyze the 
performance of a model is through the Confusion 
Matrix. This matrix shows the performance of the 
model in more details. The Confusion Matrix shown 
that the model learned presented low TP rate for 
some classes. Besides that, some classes have no 
representative, leading to conclusion that the dataset 
was unbalanced. 

In an attempt to reduce the class imbalance, it 
was applied the SMOTE algorithm (Chawla et al., 
2002). It produced a resamping using the Synthetic 
Minority Oversampling technique. This technique 
creates synthetic examples of the classes less 
represented. After the application of SMOTE it was 
noted a gain of 0.48 in TP rate in average. The 
accuracy was also improved, from 70 to 78%. 

With the objective of finding a more precise 
model, it was applied others BN learning algorithms: 
Hill Climber (without restriction on variable order), 
Tabu (similar to Hill climber, but extends the search 
a little more, even when it finds a supposed optimum 
point). Besides that, it was tested some parameter 
options as Local/Global Scope and Maximum 
number of parent nodes (2 or 3). 

Naïve Bayes algorithm was used as baseline for 
comparison. The results are shown in Figure 3. Each 
BN model was built using different algorithms, 
metric scope and number of parent nodes. 

 

 
Figure 3: BN model comparison. 
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Figure 3 shows that all models were better than 
Naive Bayes baseline, and the best of all in 
performance had options Global Scope, K2 
algorithm and a limit of 3 parents (BN8 model). 
Judging by the metrics, our BN model has achieved 
good performance. 

5.3 Post-processing 

After the data mining process, the learned Bayesian 
Network was presented to the specialists in order to 
validate it. They approved, but asked for some 
minus changes in order to better represent the 
domain. For example, they knew that the variables 
Area, Thickness and Porosity strongly influence the 
Volume, so the graph was rearranged to express this 
knowledge and the CPDs was relearned. 

6 RELATED WORKS 

In (Schoeninger, 2003), a specialist system based on 
Fuzzy Logic that estimates the risks of exploration 
activities was proposed. Moreover, it calculates the 
probability of a geologic success of an EO. Some 
experiments with BN were performed, but the author 
gave it up claiming having troubles building the 
CPDs, since they were built manually, collecting 
information from the specialists. Different from our 
proposal, Schoeninger did not consider economic 
aspects of an EO. 

In (Junior, 2003), a Neural Network to predict 
the optimum value of a bid at an auction of 
exploration areas was defined. The focus of our 
work concerns a posterior period, when the auction 
was finished, the concession granted to a company, 
and there is no more competition for petroleum 
areas. 

7 CONCLUSIONS 

This article exposed the problems that involve an 
economic evaluation of a Petroleum Exploration 
Opportunity and how it intends to contribute to solve 
these problems. 

Ours preliminary experiments indicate that is 
possible to build a model able to predict the Net 
Present Value related to an Exploration Opportunity. 
The dataset used in ours experiments contains only 
information about areas located in Brazil and 
explored by a Brazilian company. The model 
learned can be used by other companies to evaluate 

their Exploration Opportunity. 
The authors have submitted a similar article at 

IADIS 2011, but this time our work is more 
complete and with new experiments.  
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Abstract: A research on credit risk evaluation modelling using linear Support Vector Machines (SVM) classifiers is 
proposed in this paper. The classifier selection is automated using Particle Swarm Optimization technique. 
Sliding window approach is applied for testing classifier performance, together with other techniques such 
as discriminant analysis based scoring for evaluation of financial instances and correlation-based feature 
selection. The developed classifier is applied and tested on real bankruptcy data showing promising results. 

1 INTRODUCTION 

Credit risk evaluation is defined as one of the most 
important domains in financial sector as it shows the 
ability to regenerate income by lending money; yet, 
calculation of the possibility to get back the money 
invested is the most critical problem. Machine 
learning and artificial intelligence techniques are 
novel and state-of-the-art methods which help to 
develop tools for this problem by overcoming the 
drawbacks of statistical tools and deriving more 
robust and accurate solutions.  

Discriminant analysis was one of the first 
techniques applied in credit evaluation (Altman, 
1968). Support Vector Machines (SVM) classifiers 
gained a lot of attention as they showed abilities to 
get classification results comparable to Neural 
Networks but avoiding their main difficulties such as 
local minimas. Selection of hyperparameters is a 
sophisticated task thus various metaheuristic and 
evolutionary techniques have been adopted for 
solving this task including swarm intelligence 
techniques such as Ant colony Optimization (Zhou 
et al, 2007). Particle Swarm Optimization (abbr. 
PSO) has previously been applied for SVM 
optimization in credit risk domain – personal credit 
scoring (Xuchuan et. al, 2007), financial distress 
prediction (Chen et al., 2010; Wang, 2010), 
consumer credit scoring analysis (Yun et al., 2011). 
Linear SVM (LIBLINEAR) has also been tested to 
show competitive results to original C-SVC 
classifier (Danenas et. al, 2010; Danenas et al, 

2011), which proved that they can be a good 
alternative in terms of both complexity and speed. 
According to these aspects, linear SVM and PSO are 
selected for model development. The research 
presented in this paper proposes a hybrid method 
based on linear Support Vector Machines 
classification and Particle Swarm Optimization. The 
proposed method is also tested in “sliding window” 
approach manner, which means that it can be useful 
to identify more general trends. Moreover, proposed 
approach might be useful while trying to improve 
the performance of these methods by identifying the 
most relevant financial attributes and developing a 
new classifier based on that particular technique.  

2 USED METHODS 

Support Vector Machines (SVM). SVM solves 
following quadratic minimization problem: 
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where the number of training examples is denoted 
by l, training vectors , 1,..,iX R i l∈ =  and a vector 

ly R∈ such as [ 1;1]iy ∈ − . α is avector of l values 
where each component αi corresponds to a training 
example (xi, yi). If training vectors xi are not linearly 
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separable, they are mapped into a higher (maybe 
infinite) dimensional space by the kernel function 

( , ) ( ) ( )T
i ji jK x x x xφ φ≡ . 

Fan et al. (Fan et al., 2008) proposed a family of 
linear SVM and logistic regression classifiers for 
large-scale SVM classification which do not use 
kernel functions for transformation into other 
dimensional space; although with less flexibility, it 
can perform effectively especially using large 
amounts of data. The formulations of the algorithms 
by are given in the paper of Fan et al.; four of them 
(L2-regularized L1-loss SVC, L2-regularized L2-
loss SVC, L2-regularized logistic regression, L1-
regularized L2-loss SVC) are used in the 
experiment. These classifiers are formulated as 
minimization problems, but they all share the 
concept of cost parameter C and bias usage. This 
proposes a possibility for heuristic selection of 
classifiers themselves. 

Particle Swarm Optimization (PSO). The PSO 
algorithm, introduced by Kennedy and Eberhart, is 
based on behavior of flock of birds which search for 
food randomly in some area, knowing only the 
distance from the food. Thus all the particles have 
one fitness PSO is expressed in terms of particles 
(birds) and searched target described by fitness 
value; the location of each particle is determined by 
velocity describing its flying direction and distance. 
Two extreme values are tracked by each particle - 
the optimal solution found by the particle itself 
(pbest), and the optimal solution found by the whole 
swarm (gbest). Unmodified PSO algorithm is used 
in this research, thus its details are not presented in 
this paper, but can be found in other sources, such as 
(Kennedy et al., 2001). 

2.1 PSO Approach for Linear SVM 
Optimization  

A classification technique based on Particle Swarm 
Optimization and linear SVM combination, namely 
PSO-LinSVM is proposed in this paper. Each 
particle P = <p1;p2;p3> is represented as follows:  

   p1 – integer value, that represents the algorithm 
used for classification: 

 0 - L2-regularized logistic regression 
  1 – L2-regularized L2-loss SVC 
  2 – L1-regularized L2-loss SVC 
  3 -  L2-regularized L1-loss SVC 
   p2 – real value, cost parameter C 
   p3 –real value, which represents bias term 

The fitness function is defined as maximization of 
sum of TPR values: 

∑=
1

)(
CN

iTPRfitnessf , 

where NC is the number of classes. Most of the 
authors (Wang, Chin et al.) choose accuracy for 
fitness evaluation; however, in case of imbalanced 
learning, accuracy is not the best option, so sum of 
TP rate values is selected for this case, which allows 
selection of classifier that balances between 
identification of both “majority” and “minority” 
classes. These evaluations are obtained by 
performing k-fold cross-validation training; k is 
considered to be quite small (k = 5 is used for the 
experiment), considering the amount of data used in 
research. The optimal solution can be obtained only 
in case of perfect classification; as this happens very 
rarely, the main goal is to find best satisfactory 
solution.  

2.2 Sliding Window Testing Approach  

This research adopts techniques used earlier by 
Danenas et al. (Danenas et al., 2010; Danenas et al., 
2011), extending it with PSO application for 
classifier optimization step. Thus the modified 
algorithm is defined as follows: 
1. Evaluate each financial entry manually or by 

using expert techniques  to compute bankruptcy 
classes (discriminant models used in banking are 
sued in this research). 

2. Apply data preprocessing steps – elimination of 
unevaluated instances, data imputation and 
standardization.  

3. Perform the following steps for each 
],1[ knm −∈ , where n is the total number of 

periods, k is the number of periods are used for 
forecasting: 

a. Feature selection; 
b. Classifier and parameter selection, using 

Particle Swarm Optimization; 
c. Train classifier using data from first m periods.  
d. Apply hold-out testing using data from period 

p, Ν∈++∈ pkmmp  ];,1[ . 
Note, that feature selection step is important for 2 

reasons: 
1. Quality and complexity - data dimensionality 

reduction; 
2. Ratio importance - a new classifier based on 

other evaluator but using a set of statistically 
significant attributes obtained from the data is 
developed. 

The output of each iteration in experimental stage 
is the trained classifier and the list of selected 
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attributes for each period. 

3 EXPERIMENT RESULTS  

3.1 Data used in the Experiment 

The dataset that was applied for the experiment 
consists of entries from 785 USA Transportation, 
Communications, Electric, Gas, And Sanitary 
Services companies with their 1999-2008 yearly 
financial records (balance and income statement) 
from financial EDGAR database.  

Each instance has 51 financial attributes (indices 
used in financial analysis). “Risky” and “Non-
Risky” classes were formed using Zmijewski’s 
scoring technique widely used in banking.  

Table 1: Main characteristics of datasets used in 
experiments. 
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1999 376 166 542 11 - - 
2000 423 192 615 8 0 0 
2001 383 226 609 13 2 1 
2002 376 239 615 11 1 0 
2003 417 220 637 9 0 0 
2004 460 194 654 9 1 1 
2005 478 173 651 8 1 4 
2006 375 118 493 8 0 1 
2007 367 112 479 11 0 6 
2008 38 12 50 8 - - 

Total 3693 1652 5345  5 13 

Note that ratios in original Zmijewski were not used 
in order to avoid linear dependence between 
variables. Main characteristics of the datasets 
formed for the experiment are presented in Table 1. 
It also shows financial ratios which were considered 
relevant by feature selection procedure; the number 
of such features is larger than the ones which are 
considered in original evaluator. 

3.2 Computational Results 

Correlation-based feature subset selection (Hall, 
2001) algorithm with Tabu search for search in 
attribute subsets was applied for feature selection. 

The search space for PSO was set 
to ]50;0[∈C , ]1;0[∈bias , as well as the number of 
run iterations was set to 10. PSO was configured to 
run with 20 particles and inertia rate of 0.8. Velocity 
for p2 was set to 3, for p3 was set to 0.2. 

Table 2 presents the results obtained by PSO-
LinSVM classifier: classifier parameters, obtained 
by PSO, classification accuracy together with True 
Positive and F-Measure rates for each class. It is 
clear that classification accuracy did not show stable 
increase while providing the classifier with more 
data each year. While performing testing procedure 
with first year data, accuracy decreased to 80% in 
2004 although next year it returned to 83.8% was 
relatively stable, and later in fell to 82%; similar 
trends might be identified while analyzing testing 
results obtained with Year 2 and Year 3 data. It is 
important to note that instances marked as “risky” 
were identified better. 

Table 2: Experimental classification results. 

Training period 2000 2001 2002 2003 2004 2005 2006 2007 

Linear classifier L1-SVM 
(dual) 

L2-SVM 
(dual) 

L2-SVM 
(dual) L2-RLR L2-SVM 

(primal) 
L2-SVM 

(dual) 
L2-SVM 

(dual) 

L2-
SVM 

(primal) 
C 15,3157 47,8343 24,7346 29,0490 22,3727 38,0860 6,5322 48,0734 
Bias 1,000 0,196 0,749 0,797 0,873 0,838 0,436 0,508 

  Accuracy 77,941 78,409 80,220 83,689 80,640 83,806 82,887 82,000 

Y
ea

r 1
 TP R 0,969 0,952 0,981 0,987 0,952 0,957 0,970 0,974 

NR 0,461 0,521 0,464 0,482 0,412 0,462 0,385 0,333 

F-Measure R 0,846 0,843 0,867 0,895 0,878 0,900 0,896 0,892 
NR 0,609 0,653 0,618 0,637 0,535 0,579 0,520 0,471 

Y
ea

r 2
 

Accuracy 80,032 77,080 84,146 83,232 83,806 84,742 82,000 - 

TP R 0,979 0,947 0,985 0,990 0,957 0,959 0,974 - 
NR 0,521 0,436 0,503 0,407 0,462 0,496 0,333 - 

F-Measure R 0,857 0,844 0,897 0,896 0,900 0,905 0,892 - 
NR 0,670 0,568 0,653 0,567 0,579 0,611 0,471 - 

Y
ea

r 3
 

Accuracy 77,237 80,488 83,384 86,032 84,124 84,000 - - 

TP R 0,966 0,952 0,987 0,987 0,967 0,974 - - 
NR 0,405 0,456 0,418 0,462 0,444 0,417 - - 

F-Measure R 0,848 0,873 0,897 0,915 0,902 0,902 - - 
NR 0,551 0,582 0,576 0,615 0,575 0,556 - - 

Average testing accuracy 78,403 78,660 82,583 84,318 82,857 84,183 82,444 82 
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4 CONCLUSIONS AND FUTURE 
DEVELOPMENT 

This paper presents an approach for credit risk 
evaluation using linear SVM classifiers, selected and 
optimized by Particle Swarm Optimization, 
combined with sliding window testing technique and 
feature selection using correlation analysis. Linear 
SVM classifiers perform well when applied to large 
scale problems; this is one of the main reasons why 
they were selected as classification technique. The 
developed classifiers were applied for real-world 
dataset, combined with widely applied Zmijewski 
technique as an evaluator and basis for output 
formation. Analysis of experimental results shows 
that the performance still needs to be improved to be 
more stable and reliable. Particle Swarm 
Optimization topology has not been investigated in 
this research, thus further steps will involve more 
detailed investigation into PSO performance. 
Imbalanced learning is another field where 
significant improvements might lead to increase in 
overall performance; this procedure is especially 
important if labelling is done automatically (as, in 
our case, using Zmijewski’s model), as this might 
lead to highly imbalanced datasets. Notably, 
misidentification of bankrupt company might cost 
more to the creditor than the misdentification of 
“healthy” one, thus this problem is especially 
important if there are much less bankrupt companies 
or companies with high risk than companies which 
belong to another classes. 
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Abstract: Boosting the evolutionary process of genetic algorithms by generating better individuals, avoiding 
stagnation at local optima and refreshing population in a desirable way is a challenging task. Typically 
operators are used to achieve these objectives. On the other hand using operators can become a challenging 
task in itself if applying them requires setting many parameters through human intervention. Therefore, 
developing operators, which do not require human intervention and at the same time are capable of assisting 
the evolutionary process, is highly desirable. Most typical genetic operators are mutation and crossover. 
However, experience has proved that these operators in their classical form are not capable of refining the 
population efficiently enough. In this work a new dynamic mutation operator called polymorphic random 
building block operator with variable mutation rate is proposed. This operator does not require any pre-fixed 
parameter. It randomly selects a section from the binary presentation of the individual, then generates a 
random bit-string of the same length as the selected section and applies bitwise logical AND, OR and XOR 
operators between the randomly generated bit-string and the selected section from the individual. In the next 
step all three newly generated offspring will go through selection procedure and will replace a possibly 
worse individual in the population. Experimentation with 33 test functions and 11550 test runs proved the 
superiority of the proposed dynamic mutation operator over single-point mutation operator with 1%, 5% and 
8% mutation rates and the multipoint mutation operator with 5%, 8% and 15% mutation rates. 

1 INTRODUCTION 

Most often genetic algorithms (GAs) have at least 
the following elements in common: populations of 
chromosomes, selection according to fitness, 
crossover to produce new offspring, and random 
mutation of new offspring.  

A simple GA works as follows: 1) A population 
of n  l -bit strings (chromosomes) is randomly 
generated, 2) the fitness )(xf  of each chromosome 
x  in the population is calculated, 3) chromosomes 
are selected to go through crossover and mutation 
operators with cp  and mp  probabilities respectively, 
4) the old population is replaced by the new one, 5) 
the process is continued until the termination 
conditions are met. 

However, more sophisticated genetic algorithms 
typically include other intelligent operators, which 
apply to the specific problem. In addition, the whole 
algorithm is normally implemented in a novel way 

with user-defined features while for instance 
measuring and controlling parameters, which affect 
the behaviour of the algorithm.  

 
1.1 Genetic Operators 

For any evolutionary computation an appropriate 
representation (encoding) of problem variables must 
be chosen along with the appropriate evolutionary 
computation operators. Data might be represented in 
different formats: binary strings, real-valued vectors, 
permutations, finite-state machines, parse trees and 
so on. 

Decision on what genetic operators to use greatly 
depends on the encoding strategy of the GA. For 
each representation, several operators might be 
employed (Michalewicz, 2000). The most 
commonly used genetic operators are crossover and 
mutation. 
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1.1.1 Crossover  

The simplest form of crossover is single-point: a 
single crossover position is chosen randomly and the 
parts of the two parents after the crossover position 
are exchanged to form two new individuals 
(offspring). The idea is to recombine building blocks 
(schemas) on different strings.  

In two-point crossover, two positions are chosen 
at random and the segments between them are 
exchanged. Two-point crossover reduces positional 
bias and endpoint effect, it is less likely to disrupt 
schemas with large defining lengths, and it can 
combine more schemas than single-point crossover 
(Mitchell, 1998). Two-point crossover has also its 
own shortcomings; it cannot combine all schemas. 

Multipoint-crossover has also been implemented, 
e.g. in one method, the number of crossover points 
for each parent is chosen from a Poisson distribution 
whose mean is a function of the length of the 
chromosome. Another method of implementing 
multipoint-crossover is the “parameterized uniform 
crossover” in which each bit is exchanged with 
probability p , typically 8.05.0 ≤≤ p  (Mitchell, 
1998).  

In parameterized uniform crossover, any 
schemas contained at different positions in the 
parents can potentially be recombined in the 
offspring; there is no positional bias. This implies 
that uniform crossover can be highly disruptive of 
any schema and may prevent coadapted alleles from 
ever forming in the population (Mitchell, 1998). 

The one-point and uniform crossover methods 
have been combined by some researchers through 
extending a chromosomal representation by an 
additional bit. There has also been some 
experimentation with other crossovers: segmented 
crossover and shuffle crossover (Eshelman et al., 
1991; Michalewicz, 1996).  

Segmented crossover, a variant of the multipoint, 
allows the number of crossover points to vary. The 
fixed number of crossover points and segments 
(obtained after dividing a chromosome into pieces 
on crossover points) are replaced by a segment 
switch rate, which specifies the probability that a 
segment will end at any point in the string.  

The shuffle crossover is an auxiliary mechanism, 
which is independent of the number of the crossover 
points. It 1) randomly shuffles the bit positions of 
the two strings in tandem, 2) exchanges segments 
between crossover points, and 3) unshuffles the 
string (Michalewicz, 1996). In gene pool 
recombination, genes are randomly picked from the 
gene pool defined by the selected parents. 

1.1.2 Mutation 

The common mutation operator used in canonical 
genetic algorithms to manipulate binary strings 

l
l }1,0{),...( 1 =∈= Iaaa  of fixed length l  was 

originally introduced by Holland (Holland, 1975) for 
general finite individual spaces lAAI ...1 ×= , where 

},...,{
1 lkiiiA αα= . By this definition, the mutation 

operator proceeds by: 

i. determining the position }),...,1{(,...,1 liii jh ∈  to 
undergo mutation by a uniform random choice, 
where each position has the same small 
probability mp  of undergoing mutation, 
independently of what happens at other position  

ii. forming the new vector 
),...,,,...,,,,...,( 11111111 laiaiaiaaiaaaia

hhhii +−+− ′′=′ , 

where ii Aa ∈′ is drawn uniformly at random from 
the set of admissible values at position i . 

The original value ia  at a position undergoing 
mutation is not excluded from the random choice of 

ii Aa ∈′ . This implies that although the position is 
chosen for mutation, the corresponding value might 
not change at all (Bäck et al., 2000). 

Mutation rate is usually very small, like 0.001 
(Mitchell, 1998). A good starting point for the bit-
flip mutation operation in binary encoding is 

LPm
1= , where L  is the length of the chromosome 

(Mühlenbein, 1992). Since L
1  corresponds to 

flipping one bit per genome on average, it is used as 
a lower bound for mutation rate. A mutation rate of 
range [ ]01.0,005.0∈mP  is recommended for binary 
encoding (Ursem, 2003). For real-value encoding 
the mutation rate is usually [ ]9.0,6.0∈mP  and the 
crossover rate is [ ]0.1,7.0∈mP  (Ursem, 2003). 

While recombination involves more than one 
parent, mutation generally refers to the creation of a 
new solution from one and only one parent. Given a 
real-valued representation where each element in a 
population is an n -dimensional vector nx ℜ∈ , there 
are many methods for creating new offspring using 
mutation. The general form of mutation can be 
written as: 

)(xmx =′  (1)

where x  is the parent vector, m  is the mutation 
function and x′  is the resulting offspring vector. The 
more common form of mutation generated offspring 
vector: 
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Mxx +=′  (2)

where the mutation M  is a random variable. M  has 
often zero mean such that 

xxE =′)(  (3)

the expected difference between the real values of a 
parent and its offspring is zero (Bäck et al., 2000). 

Some forms of evolutionary algorithms apply 
mutation operators to a population of strings without 
using recombination, while other algorithms may 
combine the use of mutation with recombination. 
Any form of mutation applied to a permutation must 
yield a string, which also presents a permutation. 
Most mutation operators for permutations are related 
to operators, which have also been used in 
neighbourhood local search strategies (Whitley, 
2000). Some other variations of the mutation 
operator for more specific problems have been 
introduced in (Bäck et al., 2000). Some new 
methods and techniques for applying crossover and 
mutation operators have also been presented in 
(Moghadampour, 2006).  

1.1.3 Other Operators and Mating 
Strategies 

In addition to common crossover and mutation some 
other operators are used in GAs including inversion, 
gene doubling and other operators for preserving 
diversity in the population. For instance, a 
“crowding” operator has been used in (De Jong, 
1975; Mitchell, 1998) to prevent too many similar 
individuals (“crowds”) from being in the population 
at the same time. This operator replaces an existing 
individual by a newly formed and most similar 
offspring.  

In (Mengshoel et al., 2008) a probabilistic 
crowding niching algorithm in which subpopulations 
are maintained reliably, is presented. It is argued that 
like the closely related deterministic crowding 
approach, probabilistic crowding is fast, simple, and 
requires no parameters beyond those of classical 
genetic algorithms. 

Diversity in the population can also be promoted 
by putting restrictions on mating. For instance, 
distinct “species” tend to be formed if only 
sufficiently similar individuals are allowed to mate 
(Mitchell, 1998). Another attempt to keep the entire 
population as diverse as possible is disallowing 
mating between too similar individuals, “incest” 
(Eshelman et al., 1991; Mitchell, 1998).  

Another solution is to use a “sexual selection” 
procedure; allowing mating only between 
individuals having the same “mating tags” (parts of 

the chromosome that identify prospective mates to 
one another). These tags, in principle, would also 
evolve to implement appropriate restrictions on new 
prospective mates (Holland, 1975). 

Another solution is to restrict mating spatially. 
The population evolves on a spatial lattice, and 
individuals are likely to mate only with individuals 
in their spatial neighborhoods. Such a scheme would 
help preserve diversity by maintaining spatially 
isolated species, with innovations largely occurring 
at the boundaries between species (Mitchell, 1998). 

The efficiency of genetic algorithms has also 
been tried by imposing adaptively, where the 
algorithm operators are controlled dynamically 
during runtime (Eiben et al. 2008). These methods 
can be categorized as deterministic, adaptive, and 
self-adaptive methods (Eiben & Smitt, 2007; Eiben 
et al. 2008). Adaptive methods adjust the 
parameters’ values during runtime based on 
feedback from the algorithm (Eiben et al. 2008), 
which are mostly based on the quality of the 
solutions or speed of the algorithm (Smit et al., 
2009). 

2 THE POLYMORPHIC 
RANDOM BUILDING BLOCK 
OPERATOR 

The polymorphic random building block (PRBB) 
operator is a new self-adaptive operator proposed 
here. The random building block (RBB) operator 
was originally presented in (Moghadampour, 2006; 
Moghadampour, 2011; Moghadampour, 2012), 
where promising results were also reported.  

In this paper we modify the original idea of the 
operator by applying multiple logical bitwise 
operators, namely AND, OR and XOR during 
mutation process in order to produce new offspring. 
During the classical crossover operation, building 
blocks of two or more individuals of the population 
are exchanged in the hope that a better building 
block from one individual will replace a worse 
building block in the other individual and improve 
the individual’s fitness value. However, the 
polymorphic random building block operator 
involves only one individual.  

The polymorphic random building block 
operator resembles more the multipoint mutation 
operator, but it lacks the frustrating complexity of 
such an operator. The reason for this is that the 
random building block operator does not require any 
pre-defined parameter value and it automatically 
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takes into account the length (number of bits) of the 
individual at hand. In practice, the polymorphic 
random building block operator selects a section 
( 1s ) of random length ( sl ) from the binary 
presentation of the individual at hand. In the next 
step the operator produces randomly a binary string 
( 2s ) of the same size ( sl ) and then applies AND, 
OR and XOR bitwise operators between 1s  and 2s  
in turn in order to produce three new offspring. In 
the next step these newly generated offspring go 
through selection procedure one by one to be either 
selected or discarded. 

This operator can help breaking the possible 
deadlock when the classic crossover operator fails to 
improve individuals. It can also refresh the 
population by injecting better building blocks into 
individuals, which are not currently found from the 
population. Figure 1 describes the random building 
block operator. 

 
Figure 1: The polymorphic random building block 
operator. A random building block is generated and is 
combined with the individual through AND, OR and XOR 
operators to generate three new offspring. 

This operation is implemented in the following 
order: 1) for each individual ind  of binary length l  
in the population a section length sl  proportionate 
to the number of variables in the problem is 
randomly generated so that 

variablesnumber_of_
l

sl ≤≤1 ,  2) two crossover points 

1cp  and 2cp  are randomly selected so that 
12 cpcpls −= , 3) a random bit string bstr  of length  

sl  is generated, 4) bits between the crossover points 
on the individual ind  go through bitwise AND, OR 
and XOR logical operators with the bits on the bit 
string bstr to generate three new offspring, and 5) 
each newly generated offspring go through the 
selection procedure. 

2.1 Survivor Selection 

After each operator application, new offspring are 
evaluated and compared to the population 
individuals. Newly generated offspring will replace 
the worst individual in the population if they are 
better than the worst individual. Therefore, the 
algorithm is a steady state genetic algorithm. 

3 EXPERIMENTATION 

The random building block operator, three versions 
of single-point mutation operator (with 1%, 5% and 
8% mutation rates) and three versions of multipoint 
mutation operator (with 5%, 8% and 15% mutation 
rates) were implemented as prat of a genetic 
algorithm to solve the following demanding minimi-
zation problems: Ackley’s ( 768.32768.32: ≤≤−∀ ii xx ), 
Colville’s ( 1010: ≤≤−∀ ii xx ), Griewank’s F1 
( 600600: ≤≤−∀ ii xx ), Rastrigin’s ( 5.12-5.12: ≤≤∀ ii xx ), 
Rosenbrock’s ( 100-100: ≤≤∀ ii xx ) and Schaffer’s F6 
( 100100: ≤≤−∀ ii xx ). Some of these functions have a 
fixed number of variables and some others are 
multidimensional in which the number of variables 
could be determined by the user. For 
multidimensional problems with an optional number 
of dimensions ( n ), the algorithm was tested for 

100 ,50 ,30 ,10 ,5 3, ,2 ,1=n . The exception to this was the 
Rosenbrock’s function for which the minimum 
number of variables is 2. The efficiency of each of 
the operators in generating better fitness values was 
studied.   

During experimentation only one operator was 
tested at each time. To simplify the situation and 
clarify interpretation of experimentation results the 
operators were not combined with other operators, 
like crossover.  
Single-point mutation operator was implemented so 
that the total number of mutation points 
( mut_pointstotal _ ) was calculated by multiplying the 
mutation rate ( ratem _ ) by the binary length of the 
individual ( lengthbinind __ ) and the population size 
( sizepop _ ): 

sizepoplengthbinindratemmut_pointstotal _____ ××=  (4)

Then during each generation for the total number 
of mutation points one gene was randomly selected 
from an individual in the population and mutated. 
Multipoint mutation operator was implemented so 
that during each generation for the total number of 
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mutation points ( mut_pointstotal _ ) a random number 
of mutation points ( mut_pointssub _ ) from a random 
number of individuals in the population was selected 
and mutated. This process was continued until the 
total number of mutation points was consumed: 

∑
=

=
n

i
iintssub_mut_popointstotal_mut_

1
 (5)

For each test case the steady-state algorithm was 
run for 50 times. The population size was set to 9 
and the maximum number of function evaluations 
for each run was set to 10000. The exception to this 
was the Rosenbrock’s function for which the number 
of function evaluations was set to 100000 in order to 
get some reasonable results.  

The mapping between binary strings into 
floating-point numbers and vice versa was 
implemented according to the following well-known 
steps: 
1. The distance between the upper and the lower 

bounds of variables is divided according to the 
required precisions, precision (e.g. the precision 
for 6 digits after the decimal point is )10(1000000 ) 
in the following way: 

precisionlowerboundupperbound ×− )(  (6)

2. Then an integer number l  is found so that: 
lprecisionlowerboundupperbound 2)( ≤×−  (7)

Thus, l determines the length of binary 
representation, which implies that each chromosome 
in the population is   l  bits long. Therefore, if we 
have a binary string x′ of length l , in order to 
convert it to a real value x , we first convert the 
binary string to its corresponding integer value in 
base 10, )10(x′  and then calculate the corresponding 
floating-point value x   according to the following 
formula:  

12
)10(

−

−
×′+=

l
lowerboundupperboundxlowerboundx  (8)

The variable and solution precisions set for different 
problems were slightly different, but the same 
variable and solution precisions were set the same 
for all operators. During each run the best fitness 
value achieved during each generation was recorded. 
This made it possible to figure out when the best 
fitness value of the run was actually found. Later at 
the end of 50 runs for each test case the average of 
the best fitness values and the required function 
evaluations were calculated for comparison. In the 

following, test results for comparing the efficiency 
of polymorphic random building block operator with 
different versions of mutation operator are reported. 

Experimentation results indicated that the 
polymorphic random building block operator had 
produced much better results than different versions 
of the single-point mutation operator in all test cases. 
The difference in performance seemed to be 
significant for Colville’s function and Ackley’s and 
Griewank’s functions when the number of variables 
increases.  

Very low p-values for T-test and F-test indicated 
that the performance values achieved by 
Polymorphic Random Building Block operator were 
significantly smaller than the ones achieved by other 
operators.  

The performance of the polymorphic random 
building block operator against the single-point 
mutation operator was also tested on Rastrigin’s, 
Rosenbrock’s and Schaffer’s F6 functions. 

Studying results proved that the polymorphic 
random building block operator has been able to 
produce significantly better results in more than 87% 
of test cases. The results indicated that for 
Rosenbrock50 and Rosenbrock 100 the polymorphic 
random building block had on average produced 
worse results than the single mutation point 
operator. However, studying the results showed that 
there are huge differences between the median 
values (in parentheses) of test results for the benefit 
of the polymorphic random building block. While 
the median values for polymorphic random building 
block operator were less than the average values, the 
situation was vice versa in all cases for different 
versions of single point mutation operators. For 
Rosenbrock50 in 58% of test cases the fitness value 
achieved by polymorphic random building block 
operator was less than 351, which is the average of 
fitness values achieved by single mutation operator 
with 8% mutation rate. This means that in 58% of 
test cases polymorphic random building block had a 
better performance in finding the best fitness value 
for Rosenbrock’s function with 50 variables. 

For Rosenbrock100 in 60% of test cases the 
fitness value achieved by polymorphic random 
building block operator was less than 342, which is 
the average of fitness values achieved by single 
mutation operator with 8% mutation rate. This 
means that in 60% of test cases polymorphic random 
building block had a better performance over 
mutation operator with 1% and 5% mutation rates in 
finding the best fitness value for Rosenbrock’s 
function with 100 variables.  
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Very low p-values for T-test and F-test indicated 
that the performance values achieved by 
polymorphic random building block operator are 
significantly smaller than the ones achieved by other 
operators. 

Analysis showed that the differences between 
average fitness values achieved with different 
operators wer not significant for Rosenbrock’s 
function with 50 and 100 variables. The superiority 
of polymorphic random building block operator 
becomes clear if we recall that it produced in most 
cases better results than the average values achieved 
by other operators.  

The performance of the polymorphic random 
building block operator was also compared against 
the multipoint mutation operator in which several 
points of the individual were mutated during each 
mutation operator. As it was earlier mentioned the 
number of points to be mutated during each 
mutation operation was randomly determined. 
Mutation cycles were repeated until total mutation 
points were utilized. Clearly, the total number of 
mutation points was determined by the mutation 
rate, which was 5%, 8% and 15% for different 
experimentations. 

Comparing results proved that the fitness values 
achieved by the building block operator were better 
than the ones achieved by different versions of 
multipoint mutation operator in all cases. 
Differences between the average fitness values 
achieved for Ackley’s and Griewank’s functions 
with 30, 50 and 100 variables by the polymorphic 
random building block and different versions of 
multipoint mutation operator were even more 
substantial. 

Very low p-values for T-test and F-test indicated 
that the performance values achieved by 
polymorphic random building block operator were 
significantly smaller than the ones achieved by other 
operators.  

The performance of the polymorphic random 
building block operator against the multipoint 
mutation operator was also tested on Rastrigin’s, 
Rosenbrock’s and Schaffer’s F6 functions. 

Experimentation showed that the polymorphic 
random building block operator had also 
outperformed multipoint mutation operator with 5%, 
8% and 15% mutation rates. In most cases 
differences in performance were huge in favour of 
polymorphic random building block operator.  

A small p-value for T-test and very low p-value 
for F-test indicate that the performance values 
achieved by polymorphic random building block 

operator were significantly smaller than the ones 
achieved by other operators. 

4 CONCLUSIONS 

In this paper a dynamic mutation operator; 
polymorphic random building block operator for 
genetic algorithms was proposed. The operator was 
tested against single-point mutation operator with 
1%, 5% and 8% mutation rates and multipoint 
mutation operator with 5%, 8% and 15% mutation 
rates.  

Comparing test results revealed that the 
polymorphic random building block operator was 
capable of achieving better fitness values within less 
function evaluations compared to different versions 
of single-point and multipoint mutation operators. 
The fascinating feature of polymorphic random 
building block is that it is dynamic and therefore 
does not require any pre-set parameter.  

However, for mutation operators the mutation 
rate and the number of mutation points should be set 
in advance. The polymorphic random building block 
can be used straight off the shelf without needing to 
know its best recommended rate. Hence, it lacks 
frustrating complexity, which is typical for different 
versions of the mutation operator.  

Therefore, it can be claimed that the polymorphic 
random building block is superior to the mutation 
operator and capable of improving individuals in the 
population more efficiently. 

4.1 Future Research 

The proposed operator can be combined with other 
operators and applied to new problems and its 
efficiency in helping the search process can be 
evaluated more thoroughly with new functions. 
Moreover, the polymorphic random building block 
operator can be adopted as part of the genetic 
algorithm to compete with other state-of-the-art 
algorithms on solving more problems.   
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Abstract: To determine the indoor location of a person or object, we canuse a suitable wireless network. There are
different kinds of wireless networks available for this. Independent of the type of the network, using RSSI
it is possible to find the position of the moving person close by. Here, we present Wireless Sensor Network
and apply it in a real environment. We will mainly concentrate on locating a person using standard artificial
intelligence methods. In our system we define nodes (the fingerprint), and supervised learning algorithms that
should predict these nodes. In addition, we test whether we can get nice results if we change the granularity of
the nodes. Real simulation demonstrates that this system can supply the current position of the moving person
with good accuracy.

1 INTRODUCTION

Here, a locating system is used for tracking and defin-
ing the current position of a person or object. The
most important distinguishing feature of such a sys-
tem is the type of wireless communication used, and
the application information presented to the user. The
granularity of the position can vary from one applica-
tion to another. For example, finding out whether a
person is in a room requires less information, while
locating a person who is sitting in front of a desk re-
quires more accurate information.

Therefore, many different systems and technolo-
gies have been proposed. GPS devices are avail-
able for everyday use in modern outdoor applications
(Enge and Misra, 1999). The GPS system has a lim-
ited accuracy, and can be used where satellites are
”visible”, because buildings block the GPS transmis-
sions. The earliest investigation for indoor position-
ing was done by Bahl et al. who observed that an RF
signal source exhibits spatial variation, but is consis-
tent in time. They created a system called Radar (Bahl
and Padmanabhan, 2000). They used four 802.11 ac-
cess points to locate a laptop at its true position to an
accuracy of 2-3 meters. Since then, there have been a
lot of improvements in Radar’s fingerprint matching
algorithms (Agrawala and Shankar, 2003) (Haeberlen
et al., 2004) (Ladd et al., 2005).

These studies showed that the Received Signal
Strength Indicator (RSSI) has a larger variation be-
cause it is subject to the detrimental effects of fading

and shadowing.
Other techniques, such as Active Badge (Hopper

et al., 1993) and a commercial system like Versus
(Versus, 2012), use infrared emitters and detectors
to achieve an accuracy of 5-10m. Active Bet (Har-
ter et al., 1999) (Ward and Jones, 1997) and Cricket
(Priyantha et al., 2000) combine the RF and ultra-
sound signal to estimate the distance. These sys-
tems have accuracies ranging from a few meters to a
few centimeters. In a commercial system (Ubisense,
2012), ultra-wideband emitters and receivers have
been used to realize indoor locations.

In this study we use a wireless sensor network.
If a large number of sensors are deployed, the net-
work can monitor large areas. We can apply a sen-
sor network in a variety of situations like those for
monitoring the environment. Sensor nodes can mea-
sure temperature, a heartbeat, humidity and so on.
However, collecting a large amount of data leads to
an increase in traffic and in the energy consumption
of sensors. Moreover, increasing the data collection
time has a negative impact on the location data col-
lection method. In a wireless sensor network it is vi-
tal to keep the energy consumption low. Our Sensor
Network protocol is similar to the ZigBee (ZigBee,
2012) protocol, which includes IEEE 802.15.4 for
MAC and PHY. Here, we implemented a positional
estimation technique based on standard artificial in-
telligence methods using RSSI in a sensor network
and evaluated its position-estimation ability. The re-
mainder of this paper is organized as follows. Sec-
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tion 2 outlines the standard AI methods, then Section
3 describes the experimental setup. After, Section 4
presents the result of our experiments. In the last sec-
tion, we summarize our findings and draw some per-
tinent conclusions.

2 AI METHODS

In our system the signal strengths are got by a router.
Currently, different routers send the RSSI to the PC.
More than three RSSI values are used to determine
the position of the node inside the building. First, we
have to investigate the relationship between the dis-
tance and signal strength from a given router point. If
one knows the distances from a node to at least three
different routers, one can calculate the position of the
node in the system.

In a real environment the power received is a very
complex function of distance. Even if a good model is
available to determine the position of the node, it still
requires a lengthy calculation. Hence, the location
of the RSSI is more complicated and it is harder to
solve. In our model, we simplify the system. We do
not worry about calculating the exact position of the
object. For us, it is sufficient to determine the nearest
node (fingerprint).

Standard artificial intelligence methods offer a
good solution for estimating the location and reduc-
ing the distance error. Here, we implemented the de-
cision tree model and neural network model. An ex-
act knowledge of the position is not required by either
method. We can train and use the methods without
asking for it. Both methods have good classification
capabilities and are suitable for our purpose, where
we wish to determine the location that best matches
the observed signal strength data.

Using a decision tree means we have to generate
all possible decision trees that correctly classify the
training set and then choose the simplest one. The
number of such trees is finite, but very large. One
of the most widely used decision tree method is ID3
(Quinlan, 1986). It constructs the simple decision
tree, but this approach cannot guarantee that better
trees have not been overlooked. The basic structure
of ID3 is iterative. The window, which is a subset of a
training set, is chosen at random and a decision tree is
formed from it. ID3 examines all candidate attributes
and chooses attribute A to maximize the gain. This
tree correctly classifies all objects in the window. All
other objects are then classified using the tree. If the
tree returns the correct answer for all these objects, it
is then correct for the entire training set and the pro-
cess terminates. If not, a selection of the incorrectly

classified objects is added to the window and the pro-
cess continues. Recent articles (Yim, 2008) have ex-
amined how a decision tree works in a location system
based on a fingerprint, and it is found that the accu-
racy of the decision tree is no worse than a Neural
Network or Bayesian system.

A neural network is capable of representing the
relationship between the inputs (signal strengths) and
outputs (nodes). The learning strategy should calcu-
late the free parameters of the model (also called the
”weights” of the network). Here, the standard multi-
layer perceptron (MLP) is implemented. The archi-
tecture of MLP is organized as follows: the signals
flow sequentially through the different layers from the
input to the output layer. For each neuron, it first cal-
culates a scalar product between a vector of weights
and the vector given by the output of the previous
layer. A transfer function is then applied to the result
to produce the input for the next layer. A commonly
applied transfer function is the sigmoid function. In
a single hidden layer, if the number of hidden layers
is sufficiently large then any continuous function can
be approximated to some desired accuracy. Roberto
Battiti et al. (Battiti et al., 2002) examined how a neu-
ral network might be used to locate an object. They
found that with MLP it is possible to determine the
position of the person within 1.82 meters.

In our study, we compare the performance of both
methods to see how well they determine the location
of an object in a sensor network environment.

3 EXPERIMENTAL SETUP

Our experimental testbed is located on the first floor
of a 2-storey building. We define nodes (position of
the fingerprint), and the distances between the nodes
are equal, namely a distance less than 2 m. Part of
the layout of the floor and position of fingerprint are
shown in Figure 1. In the tests, we employed a special
type of sensor network called RTLS (RTLS, 2012).
We placed four routers per room and two on the cor-
ridor at the locations indicated in Figure 2.

Figure 1: Map of the floor and position of each fingerprint.
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Figure 2: The position of routers inside the building.

In this figure, routers are represented by numbers
(i.e.: 211, 240, 243, 168, etc.) and we see that the
position of each router is usually in the corner of a
room. Users wear a transmitter (also called a tag) de-
vice on their wrist as a watch (see Figure 3, which has
a unique ID called the address.

Figure 3: Two different kinds of watch. Both of them func-
tion as a sensor.

The tag can measure and transmit the temperature
and battery level; and, of course, the routers can mea-
sure the RSSI value. It is also possible to send audio
data through this sensor network.

By default, the tag will send a broadcast message
every 4 seconds. When a router gets a message it can
transmit this data to the coordinator (zero in Figure
4, a special router). The packet received by the co-
ordinator contains the address of the measured tag,
the RSSI value measured by the router, and any other
data measured by the tag. In this network there is a
time delay in the routers. The routers wait for a while
to receive RSSI values, then they aggregate them and
transmit this data to the coordinator as a single packet.
There is a size limit of the packet so in this way the
router should be able to send a packet to coordina-
tor every 400 milliseconds. The aggregated package
contains only the latest RSSI value received from the
tag. As we mentioned above, the coordinator can re-
ceive packets from different routers and it forwards
them to a PC. The program running on this PC can
collect the RSSI values. The primary task of the pro-
gram is to determine which measurement belongs to
the given tag at any one time. Our network is self-
organized. This means that a tag can communicate
with the routers and these routers send the received
information on to the next router, which is closer to

the coordinator and is connected to the PC. A tag tries
to reach the nearest router, and if it cannot commu-
nicate with this router then it will search for another
router. Figure 4 shows how communication is estab-
lished and maintained. In this figure we can see that
there is coordinator (C1), which is connected to the
PC and there are six routers and a Tag (E1).

Figure 4: Communication between routers and tags.

We generated a fingerprint by performing calibra-
tion measurements. For each node, we measured over
20 values in a second and stored the RSSI values ob-
tained by the router. These were the reference values
that were used for testing the system.

4 RESULTS

As mentioned previously, we tested the AI methods
on a first floor of a building. We positioned the
routers and coordinator. First we had to collect sam-
ples and then we used the cross-validation method.
This method partitions a given data sample into com-
plementary subsets. Then we performed an analysis
on one subset (called the train set), and validated our
analysis on the other subset (called the test set). Mul-
tiple rounds of cross-validation were performed using
different partitions, and the average over the rounds
was the result of the validation.

It should be noted that the objective of our train-
ing algorithm was to build a model with good gener-
alization capabilities when it was tested with values
not present in the train set. The number of parame-
ters and the length of the train phase determined the
goodness of the generalization.

In a real environment it may happen that the given
tag cannot reach the router (missing value). In that
case, we define the worst RSSI value. In addition we
define a new attribute that contains this information.
When the value is one, the router receives a signal,
and when the value is zero, the router doesn’t receive
an RSSI value of the given time. The maximum value
of RSSI that we measured was -54dBm and minimum
value was -90 dBm. For each measurement, out of 14
routers 6 on average send a message saying that they
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receive an RSSI value, and only 3 routers on average
can measure valuable RSSI values - which means that
they can measure values better than -85 dBm. We cre-
ated different kinds of tests which varied the granular-
ity of the nodes: single position, triple position, and
the room. Single position means that we would like
predict the current position of the object. Triple posi-
tion means that we aggregated 3 nearest node values
into one, and we tried to predict this new position.
In this case, we were only interesed in locating the
object in a certain part of the room. Room position
means that we merged all the node values in the room
into a single node in order to locate the object. The
results are shown in the following table.

Table 1: The results of the methods.

Granularity of nodesDecision treeNeural network
Single Position 38% 40%
Triple position 65% 53%

Room 91% 89%

As we see, the two methods have a similar per-
formance in most cases. The percentage value tells
us the degree of certainty of location an object. We
tried different kinds of parameter input for the two
learning methods and we obtained similar results. In
the decision tree, we get the whole tree and examine
the decisions. The decision tree has an average size of
250 and an average number of leaves around 125. The
time needed for the learning method and the evalua-
tion of the values is less for a tree than that for a neural
network.

5 CONCLUSIONS

Many indoor positioning methods have been pub-
lished that can be used in a variety of situations. For
any kind of wireless network, the fingerprint method
is the most commonly used approach. Previous stud-
ies showed that AI algorithms can perform well in lo-
cating an object. These studies used different types
of networks. In this paper we compared two different
kinds of AI method in a wireless sensor environment,
which is similar to the ZigBee network. The band-
width of this network is very low, but it can transmit
audio and data measurements in real time with just
one radio chip. We carried out different kinds of tests
using this wireless sensor network, and we discovered
that in most cases the decision tree and neural network
approaches have a similar performance. When we in-
crease the granualty of the nodes, we get much better
results in terms of accuracy.
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Abstract: This short paper presents a preliminary analysis of the impact of model parameter uncertainty on the accu-
racy of solution algorithms for the scheduling problems with the learning effect. We consider the maximum
completion time minimization flowshop problem with job processing times described by the power functions
dependent on the number of processed jobs. To solve the considered scheduling problem we propose heuristic
(NEH based) and metaheuristic (simulated annealing) algorithms. The numerical experiments show that NEH
and simulated annealing are robust for this problem with respect to model parameter uncertainty.

1 INTRODUCTION

Classical flowshop scheduling problems are perceived
to be more interesting in a theoretical context than as
a practical research (Gupta and Stafford, 2006). It fol-
lows from observations that algorithms constructed
on the basis of the classical models usually provide
unsatisfactory (unstable) solutions for real-life flow-
shop problems, since these models do not take into
consideration additional factors such as the learning
effect that is significant in practice (Biskup, 2008),
(Lee and Wu, 2004), (Rudek, 2011).

A schedule for a real-life problem (e.g., in man-
ufacturing or computer systems) is calculated on the
basis of a model and values of its parameters. Due
to the possible differences between estimated and real
values of problem parameters (e.g., shape of the learn-
ing curve, job processing times), the algorithms that
are efficient for the modelled problem do not have
to be accurate for the real problem. Therefore, it is
crucial to evaluate how values of parameters (uncer-
tainty) affect the quality of solutions provided by such
algorithms, thereby determine their usefulness.

Thus, in this paper, we will analyse the impact of
values of parameters on the accuracy of solution algo-
rithms for the scheduling problems with the learning
effect. In particular, we will consider the maximum
completion time minimization flowshop problem with
job processing times described by the power functions
dependent on the number of processed jobs.

This paper is organized as follows. Next section
contains the problem formulation. Approximation al-
gorithms with the analysis of their efficiency are given
subsequently. The last section concludes the paper.

2 PROBLEM FORMULATION

There are given a setJ= {1,. . .,n} of n jobs andm
machines, namelyM={M1,. . .,Mm}. Each jobj con-
sists of a setO= {O1, j , . . . ,Om, j} of m operations.
Each operationOz, j has to be processed on machine
Mz (z=1,. . .,m). Moreover operationOz+1, j may start
only if Oz, j is completed. It is assumed that machines
have to process jobs in the same order, i.e., a permuta-
tion flowshop, and each machine can process one op-
eration at a time. There are no precedence constraints
between jobs, operations are non-preemptive and are
available for processing at time 0 onM1. Further, in-
stead of operationOz, j , we say jobj on machineMz.

Due to the learning effect the processing time

p̃(z)j (v) of job j processed as thevth in a sequence
on machineMz is described by a non-increasing pos-
itive function dependent on the number of previously
processed operations(v−1), i.e., on its positionv in a

sequence. The function ˜p(z)j (v) of the job processing
time that models the learning effect is called the learn-
ing curve. Moreover, each jobj is characterized by its

normal processing ˜p(z)j time on machineMz that is de-
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fined as the time required to perform a job if the ma-

chine is not affected by learning, i.e.,p(z)j , p̃(z)j (1).
Following (Mosheiov and Sidney, 2003), in this

paper, we focus on a problem, where the processing
time of job j processed as thevth on machineMi is
described by:

p̃(z)j (v) = p(z)j va (z)
j , (1)

where p(z)j and a (z)
j are the normal processing time

and the learning index, respectively, of jobj on ma-
chine Mz. Moreover, we will analyse the problem

with the special cases of (1), wherea (z)
j = a for

j = 1, . . . ,n andz= 1, . . . ,m.
For the m-machinepermutationflowshop prob-

lems the schedule of jobs on the machines can be un-
ambiguously defined by their sequence (permutation).
Let p =

〈
p (1), ..., p (i), ..., p (n)

〉
denote the sequence

(permutation) of then jobs wherep (i) is the job in
position i of p . Also, let P be the set of all job per-
mutations. Thus, for each jobp (i), i.e., scheduled in
the ith position inp , we can determine its completion

timeC(z)
p (i) on machineMz as follows:

C(z)
p (i) = max

{
C(z−1)

p (i) ,C(z)
p (i−1)

}
+ p̃(z)p (i)(i), (2)

whereC(0)
p (1) = C(z)

p (0) = 0 for z= 1, . . . ,m andC(1)
p (i) =

å i
l=1 p̃(1)p (l)(l) is the completion time of a job placed

in positioni in the permutationp on M1. On this ba-
sis, the maximum completion time (makespan) for the

given p can be defined asCmax(p )=C(m)
p (n).

The objective is to find such a schedule
p ∗ of jobs on the machines that minimizes
the maximum completion time (makespan):

p ∗ , argminp ∈ P

{
Cmax(p )

}
. For convenience,

the problem according to the three field no-
tation schemeX | Y | Z will be denoted as

Fm|p̃ j(v) = p jva j |Cmax and its special case (a (z)
j = a )

asFm|p̃ j(v) = p jva |Cmax.

3 ALGORITHMS

In this section, we will briefly describe the algo-
rithms that are analysed in the further part of this
paper. Namely, we present the extensive search
algorithm (ESA), the random schedule algorithm
(RND), the shortest processing time (SPT) rule, NEH
(Nawaz et al., 1983) and simulated annealing (SA)
(Kirkpatrick et al., 1983). Note that the problem
Fm|p̃ j(v) = p jva j |Cmax is strongly NP-hard even

without the learning effect form≥ 3, and it seems
to be strongly NP-hard form= 2 with the learning
effect.

The extensive search algorithm (ESA) is an exact
method that searches the total solution space, which
size isO(n!).

The random schedule algorithm (RND) provides a
random schedule (permutation) as a solution; its com-
plexity isO(n).

The shortest processing time (SPT) rule constructs
the solution according to the non-decreasing order of
the normal processing times of jobs on machineM1,

i.e., p(1)j ; its computational complexity isO(nlogn).
The NEH algorithm (Algorithm 1) is based on

the method introduced by (Nawaz et al., 1983). It
starts with an initial solutionp initial that determines
the order of jobs that are subsequently inserted into
the resulting solutionp ∗ such that the criterion value
Cmax(p ∗) is minimized. The computational complex-
ity of this algorithm isO(mn3).

Algorithm 1: NEH.

1: Determine the initial sequence of jobs
in p initial and set p ∗ := /0

2: Get the first job j from p initial
3: Insert j in such a position in p ∗

for which Cmax( p ∗) is minimal
4: Remove j from p initial
5: If p initial 6= /0 Then go to Step 2
6: The permutation p ∗ is the given solution

Algorithm 2: SA.

1: Determine initial solution p init
and p = p ∗= p init, T=T0

2: For i = 1 to Iterations
3: Choose p ′ by a random interchange of

two jobs in p
4: Assign p = p ′ with probability

P(T, p ′, p ) = min
{

1,exp
(
− Cmax( p ′)−Cmax( p )

T

)}

5: If Cmax( p )<Cmax( p ∗) Then p ∗ = p
6: T = T

1+l T
7: The permutation p ∗ is the given solution

The presented simulated annealing (SA) algo-
rithm (Algorithm 2), that is based on (Kirkpatrick
et al., 1983), starts with an initial solutionp initial and
generates in each iteration a new permutationp ′ based
on the current solutionp by interchanging of two ran-
domly chosen jobs inp . This new solutionp ′ re-
placesp (i.e., p = p ′) with the following probability

P(T, p ′, p ) = min
{

1,exp
(
− Cmax( p ′)−Cmax( p )

T

)}
, where

T is the temperature that decreases in a logarithmical
mannerT = T

1+ l T , and the values of the initial tem-
peratureT0 and of the parameterl are chosen empir-
ically. The solutionp ∗ with the minimal found cri-
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terion valueCmax(p ∗) is also stored. The algorithm
stops afterIterationssteps, thus, its overall computa-
tional complexity isO(Iterations·mn).

4 NUMERICAL ANALYSIS

In practice, a schedule for a real-life problem (e.g.,
in manufacturing systems) is calculated on the basis
of a model and values of its parameters. Due to the
possible differences between estimated and real val-
ues of problem parameters (e.g., shape of the learning
curve, job processing times), the algorithms that are
efficient for the modelled problem do not have to be
accurate for the real problem. Therefore, it is crucial
to evaluate how uncertain values of parameters affect
the quality of solutions provided by such algorithms.
Some of the analysed algorithms were described in
(Rudek, 2011).

Let REAL denote the flowshop problem
Fm|p̃ j(v) = p jva j |Cmax, where job processing
times are described by (1) and the values of the

job parameters (p(z)j , a (z)
j ) are precise. However, in

practice it is usually difficult to obtain such accurate
values and solution methods are based on uncertain
(estimated) values. Following this, let ESTIM denote
the flowshop scheduling problem, where the exact
values of job parameters are unknown. In this case,
job parameters are estimated, and we assume that job

processing times are described bŷ̃p(z)j (v) = p̂(z)j v̂a ,

wherep̂(z)j and̂a are the estimated values ofp(z)j and

a (z)
j , respectively.

In the further part of this section, we provide the
numerical analysis of the presented algorithms con-
cerning the impact of the imprecise model on their
efficiency. It is done according to the following steps.
First, we draw values of job parameters for the prob-
lem REAL. Next, we solve the problem REAL us-
ing an algorithmA, which find a schedulep with
criterion valueCmax(p ). Based on the parameters
of the problem REAL, we draw or determine values
of parameters for the problem ESTIM (Fm|p̃ j(v) =
p jva |Cmax), which simulates their estimation. Next,
we use the algorithmA to calculate a schedulêp for
the problem ESTIM. For this schedule, we calcu-
late the corresponding criterion valueCmax(̂p ) for the
problem REAL. The differenceCmax(̂p )−Cmax(p ) in-
forms about the usefulness of the algorithmA in case
of imprecise values of job parameters. Algorithms
with smaller differences are more stable (robust), than
those with greater.

The values of parameters for the problem REAL
are generated as follows. For each pair ofn ∈

{10,25,50} andm∈ {2,3}, 100 random instances are
generated from the uniform distribution in the fol-

lowing ranges of parameters:p(z)j ∈ [1,10], a (z)
j ∈

[−0.51,−0.15] for j = 1, . . . ,n andz= 1, . . . ,m. In
all experiments in this paper,p j are integers and
a j are rational values with accuracy of two deci-

mal place, e.g., fora (z)
j ∈ [−0.51,−0.15] it is a (z)

j ∈

{−0.51,−0.50,−0.49, . . .,−0.15}. The values of

a (z)
j ∈ [−0.51,−0.15] corresponds to the learning

curves in range between 70% and 90%, which are
most common in practice (Biskup, 2008).

The values of the normal processing times for ES-

TIM are p̂(z)= p(z)j (1+ D p), where D p is the estima-
tion error, which allows us to control precision of pa-
rameters for the analysis; it simulates the estimation
process. The values ofD p and̂a are provided for par-
ticular experiments in Table 1.

Let AR = {ESA,ESAmax,RND,SPT,NEH,SA}
denote the algorithms that calculate the schedule for
the problem REAL, where ESAmax is the algorithm
that calculates the schedule with the maximum pos-
sible criterion value (opposite to ESA). ESA and
ESAmax clearly show the place of the errors provided
by the analysed algorithms in reference to the opti-
mum and the worst criterion values. Note that the
algorithms RND provide the same solution (sched-
ule) for REAL and ESTIM. On the other hand, let
AE = {ÊSA, ŜPT, N̂EH, ŜA} denote the correspond-
ing algorithms fromAR that calculate the schedule for
the problem ESTIM.

The initial solution for NEH and SA is a random
permutation (in this case natural) and values of the
parameters of SA were chosen empirically as follows:
Iterations=1000000,T0=1000000 andl =0.01.1

The algorithms are evaluated, for each
instance I , according to the relative error

d A(I) =
(Cmax( p A

I )
Cmax( p ∗I )

− 1
)
· 100%, where Cmax(p A

I )

denotes the criterion value provided by algorithm
A ∈ {AR,AE} for instanceI and Cmax(p ∗

I ) is the
optimal solution of instanceI (if n=10) or the best
found solution of instanceI (if n≥ 25) provided by
the considered algorithms. The optimal solution is
provided by ESA for the problem REAL. The results
concerning the percentage values of mean, minimum
and maximum relative errors and mean criterion
values C̄max (rounded to integer) provided by the
analysed algorithms are presented in Table 1.

First, we discuss the results provided by the
heuristic and metaheuristic algorithms for the prob-

1All algorithms were coded in C++ and simulations
were run on PC, Intelr CoreTM i7–2600K Processor and
8GB RAM.
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Table 1: The impact of model parameter uncertainty on

the errors of the algorithms forp(z)j ∈ [1,10], a (z)
j ∈

[−0.51,−0.15], D p ∈ [−0.25,0.25], ̂a =−0.322.

n m Algorithms C̄max Errors

Mean Min Max

10 2 ESA 36 0.00 0.00 0.00
ESAmax 54 44.35 21.37 74.72
RND 44 19.58 4.05 46.09
SPT 39 5.20 0.00 18.63
NEH 37 1.60 0.00 8.09
SA 36 0.00 0.00 0.00

ÊSA 38 3.09 0.00 16.41
ŜPT 39 5.60 0.15 21.73
N̂EH 38 3.45 0.00 17.11
ŜA 38 3.05 0.00 16.41

3 ESA 41 0.00 0.00 0.00
ESAmax 62 49.64 28.56 80.89
RND 52 21.85 6.16 48.14
SPT 45 10.31 0.54 34.50
NEH 43 2.20 0.00 10.15
SA 41 0.01 0.00 0.44

ÊSA 43 4.31 0.00 16.21
ŜPT 46 10.93 0.25 30.58
N̂EH 43 5.21 0.57 19.90
ŜA 43 4.18 0.00 16.21

25 2 RND 82 19.57 7.95 32.41
SPT 75 6.65 0.10 19.38
NEH 72 2.34 0.12 5.82
SA 70 0.00 0.00 0.00

ŜPT 75 6.74 0.32 18.47
N̂EH 73 4.93 0.55 12.76
ŜA 73 3.90 0.26 13.73

3 RND 84 22.71 3.30 41.19
SPT 77 12.77 4.96 29.46
NEH 71 3.51 0.51 7.61
SA 70 0.00 0.00 0.00

ŜPT 78 12.90 5.05 28.37
N̂EH 75 7.53 2.11 19.88
ŜA 75 6.10 1.12 18.19

50 2 RND 129 19.32 9.61 31.39
SPT 119 9.35 0.20 20.08
NEH 113 3.09 0.12 7.18
SA 109 0.00 0.00 0.00

ŜPT 118 9.44 0.43 20.15
N̂EH 116 6.47 0.51 13.04
ŜA 113 4.19 0.42 11.86

3 RND 141 20.41 10.33 31.11
SPT 133 14.21 5.87 28.94
NEH 122 3.78 1.02 7.41
SA 117 0.00 0.00 0.00

ŜPT 134 13.93 6.46 30.50
N̂EH 125 7.66 2.95 15.01
ŜA 125 5.96 1.40 14.29

lem REAL, for which the exact values of model pa-
rameters are known. It can be seen in Table 1 that
SA finds solutions with criterion values close to the
optimum. On the other hand, the differences between
the mean relative errors provided by SA and NEH is
about 3.5% and for the maximum errors 10%; for SPT
it is about 14% for mean and 35% for maximum er-
rors. The random solution is usually equally between
the optimal and the worst case (n= 10) and provides
mean and maximum errors (in reference to SA) about
20% and 45%, respectively.

However, if the applied algorithms are based on
uncertain values of model parameters (solve the prob-
lem ESTIM), then their accuracy decreases in refer-
ence to the criterion value found by the algorithms,
which are based on exact values (solve the problem

REAL). It can be seen in Table 1 (forn = 10), that
SA is more robust with respect to model parameter
uncertainty than ESA. Namely, solutions obtained for
ESTIM by ŜA have lower criterion values (in refer-
ence to REAL) than provided bŷESA. Note that the
mean relative errors of NEH and SA increase about 3-
5% if model parameters are uncertain. The exception
is SPT, which is robust to the analysed model param-
eter uncertainty, however, it provides solutions with
relative errors greater than̂NEH andŜA. Note that
the considered algorithms calculate schedules that are
significantly lower than a random solution (RND).

From the numerical analysis follows that NEH and
SA can be efficiently applied to solve the considered
real-life problem even if the model parameters are un-
certain.

5 CONCLUSIONS

In this paper, we analysed the impact of model pa-
rameter uncertainty on the accuracy of solution al-
gorithms for the makespan minimization flowshop
scheduling problem with job processing times de-
scribed by the power functions dependent on the num-
ber of processed jobs. We showed that the considered
algorithms are efficient even if the values of problem
parameters are not precisely identified.
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